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Abstract

The symmetry of a graph is measured by its automorphism group: the set of permutations of the vertices
so that all edges and non-edges are preserved. There are natural questions which arise when considering
the automorphism group and there are several interesting results in this area that are not well-known. This
talk presents some of these results and maybe even proves one or two. First, we will prove that almost
all graphs have trivial automorphism group. Second, we will briefly discuss the relation of the graph
automorphism and group intersection problems. Then, we will discuss Babai’s constrcution that any finite
group with n elements can be represented by a graph on 2n vertices (other than three exceptions). Finally,
we will mention there exists a subgroup of Sn that is the automorphism group of no graph of size less than
1
2 ( n

1
2 n).

1 Almost all graphs are rigid

Before we can begin the proof of this fact, recall the Chernoff-Hoeffding bounds.

Theorem 1.1 ([DP09]). Let X =
∑n

i=1 Xi be a sum of identically distributed independent random variables Xi where
Pr(Xi = 1) = p, Pr(Xi = 0) = q = 1− p. Then, we have the following relative Chernoff-Hoeffding bound for all
ε > 0:

Pr[X < (1− ε)np] ≤ e−npε2/2, Pr[X > (1 + ε)np] ≤ e−npε2/2

1.1 Properties of G(n, p)
Lemma 1.2. Let ε be a function on n with ε(n) > 0. Then, the probability that G, distributed as G(n + 1, p), has all

vertices of degree deg v ∈ ((1− ε)np, (1 + ε)np) is at least 1− 2(n + 1)e−
npε2

2 .

Proof. Let Xi, j be the indicator variable for the edge {i, j} appearing in G(n + 1, p) (1 ≤ i < j ≤ n + 1). The
expected value is p. By linearity of expectation,

E[deg i] =
∑
j,i

E[Xi, j] = np.

By the Chernoff bound,
Pr[deg i < (1− ε)np] ≤ e−npε2/2.

And similarly,
Pr[deg i > (1 + ε)np] ≤ e−npε2/2.
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Hence,
Pr[deg i < ((1− ε)np, (1 + ε)np)] ≤ 2e−npε2/2.

Thus, the probability that all vertices have degree within the requested bounds is at least

1−
∑

i

2enpε2/2 = 1− 2(n + 1)e−
npε2

2 . �

1.2 Rigidity of G(n, p)
Theorem 1.3 ([Bol01]). Let G ∼ Gn,p for constant p and let ε > 0. The graph G is rigid with probability

Pr[Aut(G) � I] ≥ 1− 2ne−(n−1)pε2/2
− n221−(n−1)p(1−ε),

which tends to 1 as n tends to infinity.

Proof. Consider G having the property that all vertices v ∈ V(G) have degree bounds (1 − ε)np ≤ deg v ≤
(1 + ε)np. If G has automorphism group Γ ≤ Sn, then Γ acts on the pairs of vertices. This partitions them in
to pair orbits that either consist entirely of edges or have no edges at all. If this partition has k parts, then at
most 2k graphs have this partition and as such has automorphism group Γ.

We will argue that if Γ is non-trivial, then k is at most (n
2)− (n− 1)p(1− ε) + 1. Most clearly, a non-trivial

group has a partition σ that moves some vertex x to a different vertex y. By this action, the edges of x are
mapped to edges of y. These edges are therefore not in singleton partitions (except possibly for the edge
xy if it exists). But since there are at least (n− 1)p(1− ε) − 1 edges incident to y that do not form their own
orbits, the number of orbits is at most (n

2) − (n− 1)p(1− ε) + 1.
So, the portions of graphs with an automorphism that takes x to y is at most

2(n
2)−(n−1)p(1−ε)+1

2(n
2)

= 21−(n−1)p(1−ε).

The sum over all pairs x, y gives the portion with non-trivial automorphisms is at most n221−(n−1)p(1−ε)

(using (n
2) ≤ n2). This probability is conditioned on the bounded degree. Removing the condition gives a

probability of rigidity being at least[
1− 2ne−(n−1)pε2/2

]
·

[
1− n221−(n−1)p(1−ε)

]
= 1− 2ne−(n−1)pε2/2

− n221−(n−1)p(1−ε)

+ 2n2eln 2−(n−1)p[ε2/2+ln 2(1−ε)]

≥ 1− 2ne−(n−1)pε2/2
− n221−(n−1)p(1−ε). �

2 Group Intersection and Graph Automorphism

The problem of finding the intersection of two groups is at least as hard as finding the automorphism group
of a graph. Showing the reverse hardness is very difficult, if possible at all. This section defines these
problems and discuss how hardness may be shown.

2.1 Group Intersection

Let X be a set of elements in Sm, the permutation group on ms elements. This set X generates a group 〈X 〉 as
the set of all finite products of elements in X and their inverses. Note that this includes the empty product
which is taken to be the identity element. Here, X is a generating set and the group 〈X 〉 is the group generated
by X.

Given two generating sets X1, X2, the groups 〈X1 〉 and 〈X2 〉 intersect at least at the identity element.
Checking if the intersection is trivial defines the following decision problem.
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Definition 1 ([Hof82]). The decision problem of Group Intersection is the language GrpIntD defined as

GrpIntD = {[0m, X1, X2] : 〈X1 〉 ∩ 〈X2 〉 , {ε}}.

Here, the input is interpreted as generating sets X1, X2 ⊆ Sm and its size is n = m + (|X1|+ |X2|) log m.

A polynomial on the input of GrpIntD is taken as a function in poly(m, |X1|, |X2|). This decision prob-
lem has a simple NPalgorithm: non-deterministically choose a non-trivial element x in Sm and use the
polynomial-time algorithm for group ownership to check that x ∈ 〈X1 〉 and x ∈ 〈X2 〉. If x in both, accept.

While the decision problem has a clear NPalgorithm, the problem of producing explicit generators X3
that generate 〈X1 〉 ∩ 〈X2 〉 seems much harder.

Definition 2. Producing generators for the intersection of a group is the problem GrpIntP:

[0m, X1, X2]
GrpIntP
−→ [X3],

with the condition that 〈X3 〉 = 〈X1 〉 ∩ 〈X2 〉.

The simplest non-deterministic algorithm for this problem requires alternation. First, non-deterministically
choose X3 and test that X3 ⊆ 〈X1 〉 ∩ 〈X2 〉. This can be done using an NP process. However, to show that
〈X3 〉 ⊇ 〈X1 〉∩ 〈X2 〉, an element x of Sm must be chosen non-deterministically, verified to be in 〈X1 〉∩ 〈X2 〉,
and then verified to be in 〈X3 〉. If the first verification fails, return failure (not reject or accept). If the first
verification succeeds, reject if the second verification fails. This is a coNP process as all choices of x will
return failure or accept if X3 generates the intersection, but at least one path will reject if it does not.

Hence, GrpIntP ∈ NPcoNP.

2.2 Graph Automorphism

Given a graph G, the automorphism group Aut(G) is the set of permutations on the vertex set V(G) that
preserve adjacencies and non-adjacencies. Explicitly,

Aut(G) = {σ ∈ Sym(V(G)) : ∀v, u ∈ V(G), {σ(v), σ(u)} ∈ E(G)⇔ {v, u} ∈ E(G)}.

This gives an immediate decision problem on all graphs.

Definition 3 ([Hof82]). The decision problem of Graph Automorphism is GAD defined as

GAD = {[G] : Aut(G) , {ε}}.

Here, the input is a graph G given as an adjacency matrix. The input size is the number of vertices n = |V(G)|,
even though the encoding is size n2.

Again, this problem is clearly in NP. Non-deterministically choose a non-trivial element σ ∈ Sym(V(G))
and check if it preserves adjacencies and non-adjacencies in G. If so, σ ∈ Aut(G) , {ε}. This leads directly
to the production version of the problem.

Definition 4. Producing generators for the automorphism of a graph is the problem GAP:

[G]
GAP
−→ [X],

where 〈X 〉 = Aut(G) ⊆ Sym(V(G)).

Note that these definitions are very similar to those of GrpIntD and GrpIntP. Also, it seems GrpIntD
has the same upper bound on its complexity. However, GAP has a different complexity. In fact, GAP is
polynomial-time Turing reducible to the decision problem of graph isomorphism, GID.
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2.3 Reductions

A many-one reduction from a decision problem A to a decision problem B is a function f : Σ∗ → Σ∗ so that
f (x) ∈ B if and only if x ∈ A. This can be interpreted as an input manipulation function. Propose that a
solver for B is given. The function f can be used to convert the input x for problem A into input f (x) suitable
for the B-solver. This solver then computes an answer for f (x) on B which is the correct answer for x on A.
This proves that the complexity of A is at most the complexity of f plus the complexity of B. If f is computed
in log-space, then the ordering of their complexity is denoted A ≤L

m B. If f is computed in polynomial time,
then the ordering is denoted A ≤P

m B.
A many-one reduction from a production problem A to a production problem B is a pair of functions

f , g : Σ∗ → Σ∗ so that f (x) B
−→ y implies x A

−→ g(y). The function f acts as an input converter, similar to the
decision reduction. However, the outputs of a B-solver may not fit exactly the format of an A-solver, so the
function g converts the B output into format fit for A. Hence, if a B-solver exists, the following chain will
solve A:

x //

A
77

f (x) B // y // g(y)

The complexity of the function f will give the same orderings ≤L
m and ≤P

m as before. The use of the
function g could be a method for “cheating.” Instead of allowing computation to be done in g, it will need
to be considered a well-defined injection (with respect to equivalence classes on both sides of the function).
This enforces that the reduction needs to use the problem B to produce an answer that almost immediately
gives an answer to A.

Consider the following theorem as a common use of these reductions.

Theorem 2.1 ([Hof82]). GAP ≤
L
m GrpIntP.

Ridiculously poor sketch of proof. f ([G]) = [0(n
2), Sym(V(G))′, Sym(E(G)) × Sym(E(G))]. g : Sym(V(G))′ →

Sym(V(G)). �

3 Graphs with Given Automorphism Group

Definition 5 ([Fru39]). Given a group Γ generated by elements S = {σi}i∈I, the Cayley graph C(Γ, S) = (Γ, E)
is the edge-labeled directed graph with vertex set Γ and an edge x→ y with label σ if σ ∈ S and y = σx.

Theorem 3.1. Let Γ be a finite group generated by S with n = |Γ|. The Cayley graph C(Γ, S) has automorphism group
Γ. The labeled edges can be replaced with simple undirected gadgets to form a graph C′(Γ, S) of order O(|Γ| log |S|)
with automorphism group isomorphic to Γ.

For a while, this stood as the best upper bound on the size of an undirected graph with given automor-
phism group. Then, Sabidussi presented in 1958 a complete characterization of the minimum-order graphs
with a k-order cyclic automorphism group for each k ≥ 2.

Definition 6. Let Γ be a finite group. We define the minimum graph order α(Γ) to be

α(Γ) = min{n(G) : G = (V, E), Aut(G) � Γ},

the minimum order of a simple graph with automorphism group isomorphic to Γ.

Lemma 3.2 ([Sab59]). Let m ≥ 2 be an integer.

α(Zm) =


2 if m = 2,
3m if m ∈ {3, 4, 5},
2m if m = p3

≥ 7, p prime,∑t
i=1 α(Zp

ei
i
) where m =

∏t
i=1 pei

i for p1, . . . , pt distinct primes.
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Proof. We skip the minimality, but instead focus on constructions that achieve these bounds.
Note that Z2 � Aut(K2). Moreover, if G1, . . . , Gt are graphs with Aut(Gi) � Zp

ei
i

and |V(Gi)| = α(Zp
ei
i
),

for distinct primes p1, . . . , pt, then their union G = ∪t
i=1Gi has automorphism group

Aut(G) �
t∏

i=1

Zp
ei
i
� Zp

e1
1 ...p

et
t

.

Set m ∈ {3, 4, 5}. We construct G with Aut(G) � Zm and |V(G)| = 3m. Start with the cycle Cm. Subdivide
each edge and insert L(Cm) � Cm as the induced subgraph of these new vertices. Now, the original cycle
has length 2m. Subdivide every other edge of this cycle, and connect these m new vertices in an m-cycle.
The vertices in the outer cycle of length 3m can be labeled x1y1z1x2y2z2 . . . xmymzm in order. This gives that
the vertices xi have degree two, the yi are in a cycle Y = y1 . . . ym and the zi are in a cycle Z = z1 . . . zm. By
the rotation xi 7→ xi+1, we see that all indices are adjusted by one, giving the cyclic action of Zm.

Consider the induced cycles Y and Z and an automorphism π ∈ Aut(G). If π(Y) = Y, then π induces an
action on Y from Dm, the dihedral group on m points. However, if π is a reflection in Dm, then π does not
extend to G.

Now, if m = pe
≥ 7, we can construct G from an m-cycle C = c1 . . . cm and and m-independent set

X = x1 . . . xm. Consider all indices modulo m.
Note that the edges cici+1 are in C. Also add these edges:

cixi, ci+2xi, ci+3xi.

Since m ≥ 7, we see that each of i, i + 2, and i + 3 define unique vertices. Also, ci+1xi is not an edge in G.
Now, all vertices in X have degree three while each in C has degree five. Hence, X and C are stabilized

by Aut(G). Moreover, since C is stabilized and G[C] � Cm, Aut(G) is isomorphic to a subgroup of Dm, the
dihedral group on m elements. Note that the construction gives an automorphism ci 7→ ci+1 and xi 7→ xi+1.
So, Zm ≤ Aut(G) ≤ Dm.

The vertex xi acts as an orientation on the quadruple cici+1ci+2ci+3, since the induced subgraph of N[xi]
is a triangle with a leaf. Hence, we can determine an orientation on each edge cici+1, as ci+1 is the vertex
between ci (the leaf in N[xi]) and ci+2 (one of the vertices in the triangle of N[xi]) and recover the increasing

order of the indices. Hence, Aut(G) � Aut(
→

Cm) � Zm, where
→

Cm is the directed cycle on m vertices. �

It wasn’t until 1974 when László Babai proved that those three cyclic groups were the only finite groups
that required three vertices per element. All other finite groups with n elements are representable by a
graph of order 2n.

Theorem 3.3 ([Bab74]). If Γ is a finite group not isomorphic to Z3, Z4, or Z5, then there exists a graph G with
Aut(G) � Γ and |V(G)| ≤ 2|Γ|.

Proof. If Γ is cyclic, we are done by Sabidussi’s theorem.
If Γ � V4, we have V4 � Aut(K4 − e).
Now, assume |Γ| > 6. Let S = {α1, . . . ,αt} be a minimal generating set of Γ. Create two graphs

G1 = (Γ, E1), G2 = (Γ, E2).
In G1, for each element γ ∈ Γ and each i ∈ {1, . . . , t− 1}, place an edge between αiγ and αi+1γ. Note that

each vertex set {α1γ, . . . ,αtγ} is a path in G1. If there exists an edge between αiγ and α jγ with j > i + 1, this
contradicts minimality of S, since there exists γ′ ∈ Γ, ` ∈ {1, . . . , t− 1} so that

αiγ = α`γ
′, α jγ = α`+1γ

′.

This gives γ′ = α−1
`+1α jγ and hence αi = α`α

−1
`+1α j.

In G2, for each element γ ∈ Γ, place an edge between γ and α1γ.
Both Gs (s ∈ {1, 2}) are regular with degree ds. We have d2 = 2. If d1 = d2, then these graphs have the

same degree.
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Define G3 by case: if d1 , d2, then G3 = G2; if d1 = d2, then G3 = G2. Note that G3 is regular with degree
d3 , d1, since if d1 = d2, then d3 = n− 1− d2 = n− 3 > 6− 3 = 4 > d2 = d1.

Define G = (Γ × {1, 3}, E) where E = E′1 ∪ (E3 × {3})∪ E′, where

E′s = {{(γ, s), (δ, s)} : {γ, δ} ∈ Es},
E′ = {{(γ, 1), (γ, 3)} : γ ∈ Γ}

∪ {{(γ, 3), (αiγ, 1)} : γ ∈ Γ, i ∈ {1, . . . , t}}.

Claim 3.1. Aut(G) � Γ.

First, note that Γ is isomorphic to a subgroup of Aut(G). Given δ ∈ Γ, πδ : V(G)→ V(G) is defined as

πδ(γ, s) = (γδ, s) ∀γ ∈ Γ, s ∈ {1, 3}

Note that πδ defines a bijection on each edge set E′1, E′3, E′ as

{(αiγ, 1), (αi+1γ, 1)}
πδ
7−→ {(αiγδ, 1), (αi+1γδ, 1)} (E′1)

{(γ, 3), (α1γ, 3)}
πδ
7−→ {(γδ, 3), (α1γδ, 3)} (E′3 or E′3)

{(γ, 1), (γ, 3)}
πδ
7−→ {(γδ, 1), (γδ, 3)} (E′)

{(γ, 3), (αiγ, 1)}
πδ
7−→ {(γδ, 3), (αiγδ, 1)} (E′)

It remains to show any permutation in Aut(G) is represented by πδ for some δ ∈ Γ.
Letγ ∈ Γ be any element. Define the subgraph Aγ be the induced subgraph of G given by (γ, 3), (γ, 1), (α1γ, 1), . . . , (αtγ, 1).

As mentioned previously, the vertices (α1γ, 1), . . . , (αtγ, 1) induce a path in G. It is also true that there is no
edge from (γ, 1) to (αiγ, 1) for any i ∈ {1, . . . , t}. If such an i existed, then there exists an ` ∈ {1, . . . , t− 1} and
γ′ ∈ Γ (γ′ , γ) so that

γ = α`γ
′, αiγ = α`+1γ

′.

However, this implies αi = α`+1α
−1
` , which contradicts minimality of S.

Hence, (γ, 1) is a leaf in Aγ.
Let π ∈ Aut(G) be a permutation of V(G). Consider an element γ ∈ Γ and γ′ = π(γ). Since π(Aγ) = Aγ′ ,

and (γ, 1) is the only leaf in Aγ, π(γ, 1) = π(γ′, 1) since (γ′, 1) the only leaf in Aγ′ .
So, π can be considered as a permutation of Γ that also acts on G. Let π be such a permutation given by

a non-trivial automorphism of G.
Now, let γ be any element with π(γ) , γ and define δ = γ−1π(γ).

Claim 3.2. For any element γ′ ∈ Γ, π(γ′) = γ′δ.

It is sufficient to prove that if π(γ) = γδ, then for all i ∈ {1, . . . , t} has π(αiγ) = αiγδ. If this is true,
then for all γ′ ∈ Γ, the sequence of generators α j1 · · ·α jk = γ′γ−1 gives γ′ = α j1 · · ·α jkγ and iteration on the
number of generators in the right-hand-side product gives π(γ′) = γ′δ.

Since the only vertex (αiγ, 1) in Aγ that has (αiγ, 3) adjacent to (γ, 3) is (α1γ, 1). Hence, π(α1γ) = γδ.
Moreover, the path (α1γ, 1)(α2γ, 1) . . . (αtγ, 1) in Aγ is now embedded uniquely into π(Aγ) = Aγδ as
(α1γδ, 1)(α2γδ, 1) . . . (αtγδ, 1). This proves the claim. �
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4 Other Automorphism Results

Based on this construction of Babai, the worst-case order of a graph G with automorphism group Γ is O(n)
where n = |Γ|. Unfortunately, we cannot hope for better asymptotics than that (or much better constants,
even), since there is a very close lower bound for the alternating group.

Theorem 4.1 ([Lie83]). If n ≥ 23, then the minimum order of a graph with automorphism group isomorphic to An
is at least 1

2 ( n
bn/2c).

Corollary 4.2. By Stirling’s approximation, the above lower bound is approximately 2n
√

2πn
.

The following result is very recent and interesting. We know the complexity of graph isomorphism is in
NP but it is not known to be in coNP. However, the planar case has a linear-time algorithm.

Even more surprising is the following.

Theorem 4.3 ([DLN+09]). PI is in L.

This theorem states there is a log-space algorithm to solve isomorphism for planar graphs. This result
finished a series of several papers in the past four years attempting to tackle this problem. It uses the fact
that a 3-connected planar graph has a unique embedding in the plane. Then, the graph G is decomposed
into 3-connected components, forming a tree-like structure. An older algorithm of canonizing labeled trees
is used to canonize G based on this decomposition.
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