
Fall 2015, MATH-566
Chapter 3 - Introduction to the Duality for Linear Programming

Let

(P )



maximize 2x1 + 3x2

s.t. 4x1 + 8x2 ≤ 12

2x1 + x2 ≤ 3

3x1 + 2x2 ≤ 4

x1 ≥ 0

x2 ≥ 0

1: Without solving (P ) itself, is it possible to provide an upper bound on the value of (P ) by using
equation 4x1 + 8x2 ≤ 12?

Yes - easily:
2x1 + 3x4 ≤ 4x1 + 8x2 ≤ 12

so the maximum is at most 12. We can even improve it by

2x1 + 3x4 ≤
1

2
(4x1 + 8x2) ≤ 6.

This gives maximum is at most 6.

2: Without solving (P ), is it possible to provide an upper bound on the value of (P ) using equations
4x1 + 8x2 ≤ 12 and 2x1 + x2 ≤ 3?

4x1 + 8x2 ≤ 12

2x1 + x2 ≤ 3

+

6x1 + 9x2 ≤ 15

Now we get 2x1 + 3x4 ≤ 1
3 (6x1 + 9x2) ≤ 5.

3: Without solving (P ), how would you try to find the combination of constraints that provides the
best upper bound? (solution might be another linear program, call it (D)) We try to combine the three
constraints (not the non-negativity constraints) and obtain an upper bound. Say the first constraints is
multiplied by y1, the second by y2 and third by y3.

So we have a combination of

y1 · (4x1 + 8x2 ≤ 12)

y2 · (2x1 + x2 ≤ 3)

y3 · (3x1 + 2x2 ≤ 4)

what else yi satisfies? If yi < 0, inequality is reversed, so yi ≥ 0 We need the left hand sides to be at
least 2x1 + 3x4, hence

y1 · 4x1 + y2 · 2x1 + y3 · 3x1 ≥ 2x1

y1 · 8x2 + y2 · x2 + y3 · 2x2 ≥ 3x2
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Next, we want to minimize the right hand side, which is 12y1 + 3y2 + 4y3. It gives a linear program (D):

(D)


minimize 12y1 + 3y2 + 4y3

/s.t. 4y1 + 2y2 + 3y3 ≥ 2

8y1 + y2 + 2y3 ≥ 3

y1, y2, y2 ≥ 0

• (D) gives an upper bound on (P )

• (P ) gives a lower bound on (D)

4: Are solutions x = (12 ,
5
4) of (P ) and y = ( 5

16 , 0,
1
4) for (D) optimal solutions? Yes! They are optimal

solutions, because they satisfy constraints and values of the objective functions are the same.

5: Find the dual program (D) to

(P )


maximize cTx

s.t. Ax ≤ b

x ≥ 0

(D)


minimize bTy

s.t. ATy ≥ c

y ≥ 0

6: Find the dual program (D) to

(P )


minimize cTx

s.t. Ax = b

x ≥ 0

We first rewrite Ax = b as Ax ≥ b and −Ax ≥ −b
Then we get

(P )


minimize cTx

s.t. Ax ≥ b

−Ax ≥ −b

x ≥ 0

(D)


maximize b,−bT (u,v)

s.t. ATu −ATv ≤ c

u,v ≥ 0

Let y = u − v. Then we can write

(D)

{
maximize b,T (y)

s.t. ATy ≤ c

Note that y can be negative.

MATH 566 - 06, page 2/2


