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#### Abstract

We study $k$-star decompositions, that is, partitions of the edge set into disjoint stars with $k$ edges, in the uniformly random $d$-regular graph model $\mathcal{G}_{n, d}$. We prove an existence result for such decompositions for all $d, k$ such that $d / 2<k \leq d / 2+$ $\max \left\{1, \frac{1}{6} \log d\right\}$. More generally, we give a sufficient existence condition that can be checked numerically for any given values of $d$ and $k$. Complementary negative results are obtained using the independence ratio of random regular graphs. Our results establish an existence threshold for $k$-star decompositions in $\mathcal{G}_{n, d}$ for all $d \leq$ 100 and $k>d / 2$, and strongly suggest the a.a.s. existence of such decompositions is equivalent to the a.a.s. existence of independent sets of size $(2 k-d) n /(2 k)$, subject to the necessary divisibility conditions on the number of vertices.

For smaller values of $k$, the connection between $k$-star decompositions and $\beta$ orientations allows us to apply results of Thomassen (2012) and Lovász, Thomassen, Wu and Zhang (2013). We prove that random $d$-regular graphs satisfy their assumptions with high probability, thus establishing a.a.s. existence of $k$-star decompositions (i) when $2 k^{2}+k \leq d$, and (ii) when $k$ is odd and $k<d / 2$.


## 1 Introduction

A $k$-star is a complete bipartite graph $K_{1, k}$, and a $k$-star decomposition of a given graph $G$ is a partition of the edge set of $G$ into disjoint $k$-stars. The problem of decomposing graphs into disjoint stars has been well-studied in the design community: see, for example, $[4,12,20,26]$ and references therein.

[^0]We consider the problem of existence of $k$-star decompositions in the uniformly random $d$-regular graph $\mathcal{G}_{n, d}$, where $k$, $d$ are constants and $n \rightarrow \infty$. A necessary condition is that $k$ divides $d n / 2$, since there are exactly $d n /(2 k)$ disjoint $k$-stars in any such decomposition. Let $\mathcal{N}_{d, k}$ be defined by

$$
\mathcal{N}_{d, k}:=\left\{n \in \mathbb{Z}^{+} \mid 2 k \text { divides } d n\right\} .
$$

All our asymptotic statements are with respect to $n \rightarrow \infty$ along $\mathcal{N}_{d, k}$. If an event holds with probability which tends to 1 then we say that the event holds asymptotically almost surely (abbreviated as a.a.s.).

In 2018 the first and last authors [7] proved that $\mathcal{G}_{n, 4}$ a.a.s. has a 3 -star decomposition; they also asserted that the work of Lovász, Thomassen, Wu and Zhang [15, Theorem 3.1] implies that if $k \leq\lceil d / 2\rceil$ then a.a.s. $\mathcal{G}_{n, d}$ admits a $k$-star decomposition. In this paper, we would like to clarify that the situation is not as straightforward, since [15, Theorem 3.1] assumes that $k$ is odd and we require a stronger assumption than $d$-edgeconnectivity. Thus we must perform a more careful application of [15, Theorem 3.1], together with some known properties of random regular graphs, to prove the following in Section 2.

Theorem 1.1. Let $k, d$ be positive integers with $k<d$. Then a.a.s. $\mathcal{G}_{n, d}$ has a $k$-star decomposition in the following cases:
(i) $k=2$ or $d$ is an even multiple of $k$.
(ii) $d \geq 2 k^{2}+k$.
(iii) $k$ is odd and $3 \leq k<d / 2$.

Now we discuss the case $k>d / 2$. We can view a $k$-star decomposition of a graph $G$ as an orientation of its edges, by directing all edges of each copy of $K_{1, k}$ towards the centre. When $k>d / 2$, each vertex can be the centre of at most one $k$-star, and so every vertex has in-degree 0 or $k$ in this orientation. A vertex is called a centre if it has in-degree $k$, otherwise it is a leaf. There are $\frac{d n}{2 k}$ centres and $n-\frac{d n}{2 k}=\frac{(2 k-d) n}{2 k}$ leaves in any decomposition. Observing that the leaves form an independent set, we establish another necessary condition:

$$
\begin{align*}
& \text { if a } d \text {-regular graph } G \text { admits a } k \text {-star decomposition } \\
& \text { then } G \text { contains an independent set of size } \frac{(2 k-d) n}{2 k} \text {. } \tag{1}
\end{align*}
$$

For fixed $d \geq 3$ let $k_{\text {ind }}(d)$ be the largest positive integer $k$ such that a.a.s. $\mathcal{G}_{n, d}$ contains an independent set of size $(2 k-d) n /(2 k)$. We make the following conjecture.

Conjecture 1.2. For $d, k$ fixed positive integers with $d \geq 3$,

$$
\operatorname{Pr}\left(\mathcal{G}_{n, d} \text { has a } k \text {-star decomposition }\right) \rightarrow \begin{cases}1 & \text { if } k \leq k_{\mathrm{ind}}(d), \\ 0 & \text { if } k>k_{\mathrm{ind}}(d)\end{cases}
$$

For $d \geq 3$, let $k_{\text {ind }}^{+}(d)$ be the largest positive integer $d / 2<k<d$ such that

$$
\begin{equation*}
d^{d-1}>(2 k-d)^{(2 k-d) / d} 2^{\left(d^{2}-2 k\right) / d} k^{k(d-2) / d}(d-k)^{d-k} . \tag{2}
\end{equation*}
$$

Note that $k_{\text {ind }}^{+}(d)$ is well defined as (2) holds when $k=\lceil d / 2\rceil$. In fact, $k_{\text {ind }}^{+}(d)$ corresponds to the expectation threshold for existence of independent sets of size $(2 k-d) n /(2 k)$ in $\mathcal{G}_{n, d}$. We will see this in Section 3.1, where we prove the following theorem which establishes the negative side of Conjecture 1.2.

Theorem 1.3. If $d \geq 3$ then $k_{\text {ind }}(d) \leq k_{\text {ind }}^{+}(d)$. Furthermore, if $(d, k)=(5,4)$ or $k>k_{\text {ind }}(d)$ then

$$
\operatorname{Pr}\left(\mathcal{G}_{n, d} \text { has a } k \text {-star decomposition }\right) \rightarrow 0 .
$$

Frieze and Łuczak [9] proved that the independence number of $\mathcal{G}_{n, d}$ is a.a.s. bounded above by $\frac{2 n \log d}{d}$. Using (1) it follows that

$$
k_{\mathrm{ind}}(d) \leq \frac{d^{2}}{2(d-2 \log d)} \approx d / 2+\log d
$$

where the additive error in the final approximation tends to zero as $d$ grows. Our final result, which does not rely on numerical computations, gives an infinite family of existence results. Note that if Conjecture 1.2 is true then $k_{\text {ind }}(d)-d / 2$ grows logarithmically with $d$, and Theorem 1.4 covers one-sixth of the range $\left(d / 2, k_{\text {ind }}(d)\right)$.

Theorem 1.4. Let $d \geq 4$ and $k \leq d / 2+\max \left\{1, \frac{\log d}{6}\right\}$. Then

$$
\operatorname{Pr}\left(\mathcal{G}_{n, d} \text { has a } k \text {-star decomposition }\right) \rightarrow 1 .
$$

We prove Theorem 1.4 using a more general result which we state in the next section.

### 1.1 Numerically-verifiable sufficient condition for existence

Define the polynomial $f$ and function $\eta$ on $[0, \infty)$ by

$$
\begin{align*}
f(x) & =\frac{1}{\binom{d}{k}} \sum_{i=0}^{d-k}\binom{k}{i}\binom{d-k}{i} x^{k-i},  \tag{3}\\
\eta(x) & =\frac{2 k-d}{d-k+\sqrt{(d-k)^{2}+d(2 k-d) f(x)}} \tag{4}
\end{align*}
$$

Note that $f(x)$ is the PGF of the hypergeometric distribution with parameters $(d, k, k)$. For $d \geq 3$ we define $k_{\text {exist }}(d)$ to be the largest integer such that for $k$ satisfying $d / 2<$ $k<k_{\text {exist }}(d)$ we have that

$$
\begin{equation*}
(2 k-d)^{2}<4 k-d-2 \tag{5}
\end{equation*}
$$

and

$$
\begin{align*}
& (1+\eta(x)) f(x)=\frac{(x+1) f^{\prime}(x)}{k} \text { has unique solution } x=1 \\
& \quad \text { on } \quad\left(\left(1+\frac{(2 k-d)^{2} d}{k(d-k)\left(4 k-d-2-(2 k-d)^{2}\right)}\right)^{-1}, \frac{5 k-2 d}{d-k}\right) \tag{6}
\end{align*}
$$

The condition (6) can be checked numerically for any specific pair ( $d, k$ ); see Subsection 1.2 for an example. Direct computations show that $k=\left\lceil\frac{d+1}{2}\right\rceil$ satisfies (5), and the estimates of Section 6.4 show that (6) also holds for this value of $k$. On the other hand, (5) fails for all $k \geq d$ which shows that $k_{\text {exist }}(d)$ is well-defined.

The most technical part of the paper is the proof of the following theorem using the small subgraph conditioning method.

Theorem 1.5. If $d \geq 3$ and $d / 2<k \leq k_{\text {exist }}$ (d) then

$$
\operatorname{Pr}\left(\mathcal{G}_{n, d} \text { has a } k \text {-star decomposition }\right) \rightarrow 1 .
$$

As an immediate consequence of (1), Theorem 1.3 and Theorem 1.5 we obtain the following.

Corollary 1.6. If $k_{\text {exist }}(d)=k_{\text {ind }}^{+}(d)$ then $k_{\text {exist }}(d)=k_{\text {ind }}(d)=k_{\text {ind }}^{+}(d)$.
We remark that Theorem 1.5 implies an a.a.s. lower bound of $\frac{2 k_{\text {exist }}(d)-d}{2 k_{\text {exist }}(d)}$ on the independence ratio of $\mathcal{G}_{n, d}$, using (1). For example, Corollary 1.6 and data from Table 1, presented in the next subsection, show that $k_{\text {ind }}(16)=10$. This leads to a lower bound of $1 / 5$ on the independence ratio of $\mathcal{G}_{n, 16}$. To our surprise, this improves on the bestknown explicit lower bound of 0.1985 given by Wormald [24, Table 1], obtained using the differential equations method. More recent results can be found in [8, 16], but these papers do not report the resulting lower bound on the independence ratio when $d=16$. Ding, Sly and Sun [6] proved that the independence ratio of $\mathcal{G}_{n, d}$ is highly concentrated around a constant $\alpha^{*}(d)$ when $d \geq d_{0}$, where $d_{0}$ is a sufficiently large constant. However the constant $\alpha^{*}(d)$ seems hard to compute, and the value of $d_{0}$ is not stated explicitly, so it is not clear whether result applies to $d=16$. Harangi [11] used replica symmetry breaking formulas to obtain improved upper bounds for the indepence ratio when $d=3, \ldots, 19$.

### 1.2 Small values of $d$ and $k$

In Table 1 we record the values of $k_{\text {exist }}(d), k_{\text {ind }}(d)$ (where known) and $k_{\text {ind }}^{+}(d)$ for $d=$ $3,4, \ldots, 20$. The values for $k_{\text {exist }}(d)$ and $k_{\text {ind }}^{+}(d)$ were computed from their definition, and then Corollary 1.6 determined the values of $k_{\text {ind }}(d)$ for all $d$ other than $5,10,12,14$. The value of $k_{\text {ind }}(10)$ was computed from (1) using the a.a.s. lower and upper bounds on the independence ratio for $\mathcal{G}_{n, 10}$ given by Wormald [24, Theorem 5] and McKay [17], respectively.

| $d$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | $\mathbf{1 2}$ | 13 | $\mathbf{1 4}$ | 15 | 16 | 17 | 18 | 19 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k_{\text {exist }}(d)$ | 2 | 3 | 3 | 4 | 5 | 5 | 6 | 6 | 7 | 7 | 8 | 8 | 9 | 10 | 10 | 11 | 11 | 12 |
| $k_{\text {ind }}(d)$ | 2 | 3 | $?$ | 4 | 5 | 5 | 6 | 6 | 7 | $?$ | 8 | $?$ | 9 | 10 | 10 | 11 | 11 | 12 |
| $k_{\text {ind }}^{+}(d)$ | 2 | 3 | 4 | 4 | 5 | 5 | 6 | 7 | 7 | 8 | 8 | 9 | 9 | 10 | 10 | 11 | 11 | 12 |

Table 1: The values of $k_{\text {exist }}(d), k_{\text {ind }}(d)$ (where known) and $k_{\text {ind }}^{+}(d)$ for $d=4,5, \ldots, 20$.

From Table 1 together with Theorems 1.3 and 1.5, we see that Conjecture 1.2 holds for all $k \geq d / 2$ and $d \in\{4, \ldots, 20\}$ except possibly for the pairs $(d, k) \in$ $\{(5,4),(12,8),(14,9)\}$. We have checked numerically that for $d=3, \ldots, 100$,

$$
k_{\text {exist }}(d) \in\left\{k_{\text {ind }}^{+}(d)-1, k_{\text {ind }}^{+}(d)\right\}
$$

Thus we observe an existence threshold (possibly non-sharp) for the property of having a $k$-star decomposition for these values of $d$.

Before proceeding, we give an example showing how to compute Figure 1 contains plots of the function

$$
\begin{equation*}
\widehat{f}(x):=\frac{k(1+\eta(x)) f(x)}{(x+1) f^{\prime}(x)}-1 \tag{7}
\end{equation*}
$$

on the range specified in (6) for $d=20$ and $k=11,12,13 . k_{\text {exist }}(d)$ when $d=20$.


$$
d=20, k=11
$$


$d=20, k=12$

$d=20, k=13$

Figure 1: Plots of $\widehat{f}(x)$, defined in (7), for $d=20$ and $k=11,12,13$
Since the function $\widehat{f}$ is zero if and only if (6) holds, and since (5) holds for all these values of $(d, k)$, these plots prove that $k_{\text {exist }}(20)=12$. Direct computations show that $k_{\text {ind }}^{+}(20)=12$, therefore Conjecture 1.2 holds when $d=20$ and $k \geq 10$.

Next, in Table 2 we summarise what is known about the a.a.s. existence or nonexistence of $k$-star decompositions of $\mathcal{G}_{n, d}$ when $3 \leq d \leq 20$ and $2 \leq k<d$. The highlighted cell in each row is $\left(d, k_{\text {exist }}(d)\right)$. Every cell strictly to the right of $\left(d, k_{\text {ind }}^{+}(d)\right)$ is zero: columns for $k=17,18,19$ are not shown but contain only zero entries.

| $\lambda_{k} k$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9 | 1 | 1 | ? | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 1 | 1 | $?$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11 | 1 | 1 | ? | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 12 | 1 | 1 | 1 | 1 | 1 | 1 | ? | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 13 | 1 | 1 | 1 | 1 | $?$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 14 | 1 | 1 | 1 | 1 | $?$ | 1 | 1 | ? | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | 1 | 1 | 1 | 1 | $?$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 16 | 1 | 1 | 1 | 1 | $?$ | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 17 | 1 | 1 | ? | 1 | $?$ | 1 | $?$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 18 | 1 | 1 | 1 | 1 | 1 | 1 | $?$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 19 | 1 | 1 | 1 | 1 | 1 | 1 | $?$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 20 | 1 | 1 | 1 | 1 | 1 | 1 | ? | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |

Table 2: Limit of $\operatorname{Pr}\left(\mathcal{G}_{n, d}\right.$ has a $k$-star decomposition) for $3 \leq d \leq 20$, where known.

Let $\left(\mathcal{A}_{n}\right)$ and $\left(\mathcal{B}_{n}\right)$ be sequences of probability spaces on the same sequence of finite underlying sets $\left(\Omega_{n}\right)$. We say that $\left(\mathcal{A}_{n}\right)$ and $\left.\mathcal{B}_{n}\right)$ are contiguous if for any sequence of events $\left(\mathcal{E}_{n}\right)$ we have

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}_{\mathcal{A}_{n}}\left(\mathcal{E}_{n}\right)=1 \quad \text { if and only if } \quad \lim _{n \rightarrow \infty} \operatorname{Pr}_{\mathcal{B}_{n}}\left(\mathcal{E}_{n}\right)=1
$$

The superposition (also called graph-restricted sum in [25]) of two random graph models $G_{n}$ and $H_{n}$ on the vertex set $[n]$, denoted $G_{n} \oplus H_{n}$, is the probability space obtained by randomly choosing $G$ from $G_{n}$ and $H$ from $H_{n}$ repeatedly until $E(G) \cap E(H)=\emptyset$, then returning $([n], E(G) \cup E(H))$. Using contiguity arithmetic [25, Corollary 4.17] we know that if $d \geq 3$ and $a_{1}, \ldots, a_{s}$ are positive integers such that $d=\sum_{i=1}^{s} a_{i}$ then

$$
\begin{equation*}
\mathcal{G}_{n, d} \approx \mathcal{G}_{n, a_{1}} \oplus \mathcal{G}_{n, a_{2}} \oplus \cdots \oplus \mathcal{G}_{n, a_{s}} . \tag{8}
\end{equation*}
$$

If two graphs with disjoint edge sets have $k$-star decompositions, then their union also has a $k$-star decomposition. We used this fact, combined with (8), to fill in some entries
in Table 2 with $k \leq d / 2$ which were not covered by Theorem 1.1. For example, $\mathcal{G}_{n, 6}$ a.a.s. has a 4 -star decomposition, and $\mathcal{G}_{n, 12} \approx \mathcal{G}_{n, 6} \oplus \mathcal{G}_{n, 6}$, which implies that $\mathcal{G}_{n, 12}$ a.a.s. has a 4 -star decomposition. Similarly $\mathcal{G}_{n, 20}$ a.a.s. has a 4 -star decomposition since $\mathcal{G}_{n, 20} \approx \mathcal{G}_{n, 7} \oplus \mathcal{G}_{n, 7} \oplus \mathcal{G}_{n, 6}$.

We believe that the a.a.s. existence for remaining unknown pairs with $k \leq d / 2$ can be resolved by extending the result of [15] to even values of $k$. In particular, Lovász et al. [15, Section 5.2] claim (without proof) that their approach can be extended to ( $3 k-2$ )-edge-connected graphs for even $k$, which would confirm our conjecture for the cases

$$
(d, k) \in\{(10,4)(11,4),(17,4),(16,6),(17,6)\}
$$

We believe that the $(d, k)=(12,8)$ cell in Table 2 should be 0 . To prove this, it would suffice to show that the independence ratio of $\mathcal{G}_{n, 12}$ is a.a.s. strictly less than $1 / 4$. On the other hand, we believe that the $(d, k)=(14,9)$ cell in Table 2 should be 1 . Condition (6) ensures that a certain function has a unique local maximum at $x=1$. In fact, our approach would still work if this other local maxima exist but have smaller values than the value at $x=1$. The function is difficult to analyse, which is why we restrict our attention to the simpler situation when there is only one local maximum. This more complicated analysis will work for $(d, k)=(14,9)$ but we do not include those details here. If, as claimed, $\mathcal{G}_{n, 14}$ a.a.s. has a 9 -star decomposition then by (1) we conclude that the independence ratio of $\mathcal{G}_{n, 14}$ is at least $2 / 9=0.222 \ldots$, which would improve on the best-known lower bound 0.2143 proved by Wormald [24, Theorem 5].

Finally we remark that Conjecture 1.2 for the pair $(d, k)=(5,4)$ is equivalent to the statement that the independence ratio of $\mathcal{G}_{n, 5}$ is strictly less than $3 / 8=0.375$, using (1). However, the best-known upper bound [11] on the independence ratio of $\mathcal{G}_{n, 5}$ is 0.379 (to 3 significant figures), which is not sufficient to verify our conjecture in this case.

### 1.3 Outline of the paper

In Section 2 we prove Theorem 1.1. Part (i) follows easily from known results about 2star decompositions and Eulerian orientations, while parts (ii) and (iii) are proved using results of Lovász, Thomassen, Wu and Zhang [15] and Thomassen [21], respectively.

In Section 3 we prove Theorem 1.3 and state the small subgraph conditioning theorem from Janson [13, Theorem 1]. The rest of the paper is devoted to verifying the assumptions of this theorem applied to our problem. In particular, Theorems 1.4 and Theorem 1.5 are proved in Section 5.2, utilising calculations performed in Sections 4 and 5. The most technical part of the second moment calculations are postponed until Section 6.

## 2 Small values of $k$

In this section we prove Theorem 1.1. We will repeatedly use the following result from Wormald [23]:

$$
\begin{equation*}
\text { If } d \geq 3 \text { is fixed then } \mathcal{G}_{n, d} \text { is a.a.s. } d \text {-connected. } \tag{9}
\end{equation*}
$$

It is well known that a connected graph with an even number of edges has a 2 -star decomposition; see for example [14] or [5, Theorem 1]. Next, let $G$ be a $2 r k$-regular graph $G$ with $r \in \mathbb{Z}^{+}$. Then $G$ has an Eulerian orientation, where each vertex $v$ has exactly $r k$ in-edges. These in-edges can be partitioned to give exactly $r$ distinct $k$-stars centred at $v$. These observations imply Theorem 1.1(i) since $\mathcal{G}_{n, d}$

Theorem 1.1(ii) follows immediately from Thomassen [21, Theorem 5] using (9).
To prove Theorem 1.1(iii) we use machinery from Lovász et al. [15, Definition 1.9]. Denote the set of integers modulo $k$ by $\mathbb{Z}_{k}$. A function $\beta: V(G) \rightarrow \mathbb{Z}_{k}$ is called a $\mathbb{Z}_{k^{-}}$ boundary of $G$ if $\sum_{v \in V(G)} \beta(v) \equiv 0(\bmod k)$. Given a $\mathbb{Z}_{k}$-boundary of $G$, an orientation $D$ of $G$ is called a $\beta$-orientation if for every vertex $v \in V(G)$,

$$
d_{D}^{+}(v)-d_{D}^{-}(v) \equiv \beta(v) \quad(\bmod k)
$$

The following lemma establishes a connection with $k$-star decompositions.
Lemma 2.1. Let $G$ be a d-regular graph with $n$ vertices such that $2 k$ divides dn, where $k \geq 3$ is an odd positive integer. Then $G$ has a $k$-star decomposition if and only if $G$ has a $\beta$-orientation with $\beta(v) \equiv d(\bmod k)$ for all $v \in V(G)$.

Proof. Since $k$ is odd and $d_{D}^{+}(v)+d_{D}^{-}(v)=d$ for all $v \in V(G)$, the condition $d_{D}^{+}(v)-$ $d_{D}^{-}(v) \equiv d(\bmod k)$ is equivalent to saying that $k$ divides the in-degree of $v$. When this condition holds for $v \in V(G)$ we may partition incoming edges at $v$ into $k$-stars centred at $v$, and vice-versa.

Combining (9) and the above lemma with the result of Lovász et al. stated below, we establish Theorem 1.1(iii) when $k \leq(d+1) / 3$ and $k$ odd.

Theorem 2.2 ([15, Theorem 1.12]). Let $k \geq 3$ be an odd integer. Every ( $3 k-3$ )-edgeconnected graph $G$ has a $\beta$-orientation for every $\mathbb{Z}_{k}$-boundary $\beta$ of $G$.

To cover the remaining range, that is $(d+1) / 3<k<d / 2$, we need a more technical result from [15]. In this range, we let $\beta(v)=d-2 k \in\{0,1, \ldots, k-1\}$ for all $v \in V(G)$. Lovász et al. [15] use a function $\tau: V(G) \rightarrow\{0, \pm 1, \ldots, \pm k\}$ such that for each vertex $v \in V(G)$,

$$
\tau(v) \equiv\left\{\begin{array}{l}
\beta(v) \quad(\bmod k) \\
d \quad(\bmod 2)
\end{array}\right.
$$

In our range we have $\tau(v)=\beta(v)=d-2 k$ for all $v \in V$. They extend $\tau$ to a function over subsets of $V(G)$ such that $|\tau(A)| \leq k$ for all $A \subseteq V(G)$.

We will state a special case of their theorem which suffices for our purposes, obtained by applying [15, Theorem 3.1] to the disjoint union of a $d$-regular graph and an isolated vertex $z_{0}$, using the fact that $\tau(v)$ is always nonzero and the observations above. Let $e(A, \bar{A})$ denote the number of edges from $A$ to $\bar{A}=[n] \backslash A$, for all $A \subseteq[n]$.

Theorem 2.3 ([15, Theorem 3.1]). Let $G$ be a d-regular graph with $d \geq 3$, and let $k$ be an odd integer such that $(d+1) / 3<k<d / 2$. If $e(A, \bar{A}) \geq 3 k-2$ for each vertex subset $A$ with $|A| \geq 2$ such that $|V(G) \backslash A| \geq 2$ then there exists a $\beta$-orientation $D$ of $G$, where $\beta$ is the $\mathbb{Z}_{k}$-boundary of $G$ defined by $\beta(v)=d-2 k$ for all $v \in V(G)$.

A graph is said to be internally $r$-connected if for every cut with at least two vertices on either side, the number of edges across the cut is at least $r$. The proof of Theorem 1.1(iii) is completed by combining Theorem 2.3 and the following lemma.

Lemma 2.4. Let $d \geq 4$ be an integer. Then $\mathcal{G}_{n, d}$ is a.a.s. internally $2(d-1)$-edge connected.

Proof. Let $A \subseteq[n]$ be a subset of vertices such that $2 \leq|A| \leq n / 2$. If $|A|=2$ then $e(A, \bar{A}) \geq 2 d-2$, with equality if the two vertices in $A$ are adjacent.

More generally, a.a.s. for any vertex subset $A$ with $3 \leq|A| \leq 11(d-1)$, the induced subgraph $\mathcal{G}_{n, d}[A]$ contains at most $|A|$ edges, for example using Wormald [25, Lemma 2.7]. Hence a.a.s., every $A$ with $3 \leq|A| \leq 11(d-1)$ satisfies

$$
e(A, \bar{A}) \geq|A|(d-2) \geq 2(d-1)
$$

using the fact that $d \geq 4$.
Now suppose that $|A|>11(d-1)$. It follows from Bollobás [3, Theorem 1 and Corollary 2] that in $\mathcal{G}_{n, d}$, the following a.a.s. holds: for all $A$ with $|A|>11(d-1)$ we have

$$
e(A, \bar{A}) \geq \frac{2}{11}|A|>2(d-1)
$$

as required.

## 3 Configuration model

Throughout the paper, we use log to denote the natural logarithm. By convention, $0^{0}=1$ and $0 \log 0=0$.

Our calculations will be performed in the configuration model (or pairing model) for $d$-regular graphs on $n$ vertices, denoted by $\Omega_{n, d}$. In the configuration model there are $n$ cells, each containing $d$ points. A pairing is a partition of the $d n$ points into $d n / 2$ unordered pairs. Replacing cells by vertices and pairs by edges, each pairing $P$ corresponds to a multigraph $G(P)$ which may have loops or multiple edges. The number of pairings on $2 a$ points is denoted by

$$
\begin{equation*}
M(2 a)=\frac{(2 a)!}{a!2^{a}} \tag{10}
\end{equation*}
$$

Bender and Canfield [1] proved that the probability that a randomly chosen configuration from $\Omega_{n, d}$ is simple is

$$
\begin{equation*}
\operatorname{Pr}(\text { Simple }) \sim \exp \left(-\left(d^{2}-1\right) / 4\right) \tag{11}
\end{equation*}
$$

### 3.1 Proof of Theorem 1.3

Our proof of Theorem 1.3 relies on the first moment approach. Similar calculations can be found in $[6,9]$. Let $Z_{\alpha}$ denote the number of independent sets of size $\alpha n$ in the configuration model $\Omega_{n, d}$, where $\alpha \in(0,1)$ is fixed. Then

$$
\mathbf{E} Z_{\alpha}=\binom{n}{\alpha n}(d n-d \alpha n)_{d \alpha n} \frac{M(d n-2 d \alpha n)}{M(d n)} .
$$

Applying (10) and Stirling's approximation gives

$$
\begin{align*}
\mathbf{E} Z_{\alpha} & =\frac{n!(d n-d \alpha n)!(d n / 2)!2^{d \alpha n}}{(\alpha n)!((1-\alpha) n)!(d n / 2-d \alpha n)!(d n!)} \\
& \sim \sqrt{\frac{1}{2 \pi \alpha(1-2 \alpha) n}}\left(\frac{(1-\alpha)^{(d-1)(1-\alpha)}}{\alpha^{\alpha}(1-2 \alpha)^{d(1-2 \alpha) / 2}}\right)^{n} \tag{12}
\end{align*}
$$

Finally we substitute $\alpha=(2 k-d) /(2 k)$, writing $Z$ instead of $Z_{(2 k-d) /(2 k)}$ for ease of notation, giving

$$
\mathbf{E} Z \sim \frac{k}{\sqrt{\pi(2 k-d)(d-k) n}}\left(\frac{d^{d-1}}{(2 k-d)^{(2 k-d) / d}(d-k)^{d-k} 2^{\left(d^{2}-2 k\right) / d} k^{k(d-2) / d}}\right)^{d n /(2 k)} .
$$

If $k>k_{\text {ind }}^{+}(d)$ then the base of the exponential factor is bounded above by 1 , and hence $\mathbf{E} Z \rightarrow 0$. Using (11), we find that the expected number of independent sets in $\mathcal{G}_{n, d}$ of size $n-d n /(2 k)$ also tends to zero, by (14). By Markov's inequality this implies that a.a.s. $\mathcal{G}_{n, d}$ has no independent set of size $(2 k-d) n /(2 k)$, so $k>k_{\text {ind }}(d)$. This proves the first statement. The second statement follows from (1) when $k>k_{\text {ind }}(d)$, and from Lemma 4.1 when $(d, k)=(5,4)$.

### 3.2 Small subgraph conditioning method

To prove Theorem 1.5 and Theorem 1.4 we will apply the small subgraph conditioning method, introduced by Robinson and Wormald [19]. This statement is taken from [13].
Theorem 3.1 (Janson [13, Theorem 1]). Let $\lambda_{j}>0$ and $\delta_{j} \geq-1, j=1,2, \ldots$, be constants and suppose that for each $n$ there are random variables $X_{j, n}, j=1,2, \ldots$, and $Y_{n}$ (defined on the same probability space) such that $X_{j, n}$ is a nonnegative integer valued and $\mathbf{E} Y_{n} \neq 0$ (at least for large $n$ ), and furthermore the following conditions are satisfied:
(A1) $X_{j, n} \xrightarrow{d} Z_{j}$ as $n \rightarrow \infty$ jointly for all $j$, where $Z_{j} \sim \operatorname{Po}\left(\lambda_{j}\right)$ are independent Poisson random variables;
(A2) For any finite sequence $x_{1}, \ldots, x_{m}$ of nonnegative integers,

$$
\frac{\mathbf{E}\left(Y_{n} \mid X_{1, n}=x_{1}, \ldots, X_{m, n}=x_{m}\right)}{\mathbf{E} Y_{n}} \rightarrow \prod_{j=1}^{m}\left(1+\delta_{j}\right)^{x_{j}} e^{-\lambda_{j} \delta_{j}} \quad \text { as } n \rightarrow \infty
$$

(A3) $\sum_{j \geq 1} \lambda_{j} \delta_{j}^{2}<\infty$;
(A4) $\frac{\mathbf{E} Y_{n}^{2}}{\left(\mathbf{E} Y_{n}\right)^{2}} \rightarrow \exp \left(\sum_{j \geq 1} \lambda_{j} \delta_{j}^{2}\right) \quad$ as $n \rightarrow \infty$.
Then

$$
\frac{Y_{n}}{\mathbf{E} Y_{n}} \xrightarrow{d} \quad W=\prod_{j=1}^{\infty}\left(1+\delta_{j}\right)^{Z_{j}} e^{-\lambda_{j} \delta_{j}} \quad \text { as } n \rightarrow \infty
$$

moreover, this and the convergence in (A1) hold jointly. In particular, $W>0$ almost surely if and only if every $\delta_{j}>-1$.

Janson remarks in [13] that the index set $\mathbb{Z}^{+}$may be replaced by any other countably infinite set, and that $0^{0}$ is defined to be 1 . We will apply Theorem 3.1 to $Y$, and letting $X_{j}$ be the number of $j$-cycles in a random pairing. Bollobás [2] proved that $X_{j} \rightarrow Z_{j}$ as $n \rightarrow \infty$, where $Z_{j}$ are asymptotically independent Poisson random variables with mean

$$
\begin{equation*}
\lambda_{j}=\frac{(d-1)^{j}}{2 j} . \tag{13}
\end{equation*}
$$

In order to verify condition (A2), the following lemma is helpful.
Lemma 3.2 (Janson [13, Lemma 1]). Let $\lambda_{j}^{\prime} \geq 0, j=1,2, \ldots$ be constants. Suppose that (A1) holds, that $Y_{n} \geq 0$ and that

$$
\left(\mathrm{A}^{\prime}\right) \quad \frac{\mathbf{E}\left(Y_{n}\left(X_{1, n}\right)_{x_{1}} \cdots\left(X_{m, n}\right)_{x_{m}}\right)}{\mathbf{E} Y_{n}} \rightarrow \prod_{j=1}^{m}\left(\lambda_{j}^{\prime}\right)^{x_{j}} \quad \text { as } n \rightarrow \infty
$$

for every finite sequence $x_{1}, \ldots, x_{m}$ of nonnegative integers. Then condition (A2) holds with $\lambda_{j}^{\prime}=\lambda_{j}\left(1+\delta_{j}\right)$.

Let $Y=Y_{d, k}$ be the number of ways to orient all pairs in a uniformly random pairing from $\Omega_{n, d}$, such that every cell has in-degree $k$ or 0 . This corresponds to an edge-disjoint decomposition of the (multigraph corresponding to the) pairing into copies of $k$-stars. For $j \geq 1$ let $X_{j}$ be the number of $j$-cycles in a uniformly random pairing from $\Omega_{n, d}$. The remainder of the paper is devoted to proving Theorem 1.5 and Theorem 1.4, using the small subgraph conditioning method applied to the random variables $Y, X_{j}$.

The first moment calculations are given at the start of Section 4, and the effect of short cycles is investigated in Section 4.1. The second moment calculations are presented
in Section 5. These are the most technical, and rely on a certain function having a unique maximum in the interior of a given domain: this fact is proved in Section 6.

Successful application of the small subgraph conditioning method will allow us to conclude that a.a.s. $Y>0$. Now let $Y_{\mathcal{G}}=Y_{\mathcal{G}}(d, k)$ be the number of $k$-star decompositions of $\mathcal{G}_{n, d}$. Since each element of $\mathcal{G}_{n, d}$ corresponds to the same number of pairings, it follows using (11) that

$$
\begin{equation*}
\operatorname{Pr}\left(Y_{\mathcal{G}}=0\right)=\operatorname{Pr}(Y=0 \mid \text { Simple }) \leq \frac{\operatorname{Pr}(Y=0)}{\operatorname{Pr}(\text { Simple })}=O(\operatorname{Pr}(Y=0)) \tag{14}
\end{equation*}
$$

In particular, if $\operatorname{Pr}(Y=0) \rightarrow 0$ then a.a.s. $Y_{\mathcal{G}}>0$.

## 4 First moment and the effect of short cycles

With notation as above,

$$
\begin{equation*}
\mathbf{E} Y=\binom{n}{\frac{d n}{2 k}}\binom{d}{k}^{d n /(2 k)}(d n / 2)!\frac{1}{M(d n)} \tag{15}
\end{equation*}
$$

Here the first factor chooses the centres, the next factor identifies the in-points in each centre, the third factor fixes a pairing which pairs each in-point with an out-point, and the final factor is the probability that we observe this particular pairing.

Applying Stirling's formula, we find that

$$
\begin{equation*}
\mathbf{E} Y \sim \frac{k}{\sqrt{2 k-d}}\left(\frac{\binom{d}{k} k^{2 k / d}}{2^{k(d-2) / d} d(2 k-d)^{(2 k-d) / d}}\right)^{d n /(2 k)} \tag{16}
\end{equation*}
$$

Before concluding this section we prove the following result, which will be needed in Section 5.

Lemma 4.1. Suppose that $d \geq 4$ and $d / 2<k \leq k_{\text {ind }}^{+}(d)$. If $(d, k) \neq(5,4)$ then

$$
\begin{equation*}
\frac{\binom{d}{k} k^{2 k / d}}{2^{k(d-2) / d} d(2 k-d)^{(2 k-d) / d}}>1 \tag{17}
\end{equation*}
$$

and hence $\mathbf{E} Y \rightarrow \infty$. If $(d, k)=(5,4)$ then $\mathbf{E} Y \rightarrow 0$.
Proof. Recall the asymptotic formula for $\mathbf{E} Z_{\alpha}$ from (12), where $Z_{\alpha}$ is the number of independent sets of size $\alpha n$ in $\Omega_{n, d}$. For $0 \leq \alpha<1 / 2$, let

$$
h_{d}(\alpha)=(d-1)(1-\alpha) \log (1-\alpha)-\alpha \log \alpha-\frac{d}{2}(1-2 \alpha) \log (1-2 \alpha)
$$

be the logarithm of the exponential part of the asymptotic formula for $\mathbf{E} Z_{\alpha}$. As noted by Ding, Sly and Sun [6, Lemma 2.1], $h_{d}(\alpha)$ is concave on $[0,1 / 2)$, and $h_{d}^{\prime}(\alpha)>0$ for small values of $\alpha$. Since $h_{d}(0)=0$ and $h_{d}(1 / 2)<0$, this implies that there is a unique value
of $\alpha \in(0,1 / 2)$ such that $h_{d}(\alpha)=0$. The inequality (2) holds if and only if $h_{d}\left(\alpha^{*}\right)>0$ holds for $\alpha^{*}=(2 k-d) /(2 k)$. Since $(2 k-d) /(2 k)=1-d /(2 k)$ is an increasing function of $k$, it follows that (2) holds for all $d / 2<k \leq k_{\text {ind }}^{+}(d)$.

Next, using (2), to prove that (17) it is sufficient to prove that

$$
1<\frac{\binom{d}{k} k^{2 k / d}}{2^{k(d-2) / d} d} \cdot \frac{2^{\left(d^{2}-2 k\right) / d} k^{k(d-2) / d}(d-k)^{d-k}}{d^{d-1}}=\frac{\binom{d}{k} k^{k}(d-k)^{d-k} 2^{d-k}}{d^{d}}
$$

Rewrite this inequality as

$$
\begin{equation*}
\frac{\binom{d}{k} k^{k}(d-k)^{d-k}}{2^{k}}>\left(\frac{d}{2}\right)^{d} \tag{18}
\end{equation*}
$$

We start by dealing with the cases $d \in\{4,5,6,7,8,9\}$ computationally. Let $c(d, k)$ denote the left hand side of (17). Recall that $k_{\text {ind }}^{+}(4)=3, k_{\text {ind }}^{+}(5)=4, k_{\text {ind }}^{+}(6)=4$, $k_{\text {ind }}^{+}(7)=5, k_{\text {ind }}^{+}(8)=5, k_{\text {ind }}^{+}(9)=6$. Computing $c(d, k)$ for relevant values to 3 decimal figures gives:

$$
\begin{array}{lll}
c(4,3)=1.299, & c(5,3)=2.146, & c(5,4)=0.901,
\end{array} c(6,4)=1.984, \quad . \quad c(9,6)=2.778 .
$$

This shows that (17) holds when $d \in\{4,5,6,7,8,9\}$ and $d / 2<k \leq k_{\text {ind }}^{+}(d)$, except for the special case $(d, k)=(5,4)$ where $c(5,4)<1$ and hence $\mathbf{E} Y \rightarrow 0$.

For the remainder of the proof, suppose that $d \geq 10$. We claim that the left hand side of (18) is monotonically decreasing for $k \leq d-2$. This is true if

$$
\frac{\binom{d}{k+1}(k+1)^{k+1}(d-k-1)^{d-k-1}}{\binom{d}{k} k^{k}(d-k)^{d-k}}=\frac{(1+1 / k)^{k}}{(1+1 /(d-k-1))^{d-k-1}}<2
$$

and the above inequality holds as

$$
\left(1+\frac{1}{k}\right)^{k} \leq e<4 \leq 2\left(1+\frac{1}{d-k-1}\right)^{d-k-1}
$$

when $d / 2<k \leq d-2$.
Next, when $d \geq 10$ we have $36(1-3 / d)^{d}>1$ and hence

$$
27\binom{d}{3}(d-3)^{d-3}>2^{d-3}\left(\frac{d}{2}\right)^{d}
$$

This implies that (18) holds at $k=d-3$ when $d \geq 10$. In other words, (2) implies (17) when $k=d-3$ and $d \geq 10$. By monotonicity of the left hand side of (18), proved above, it follows that (2) implies (17) for all $d \geq 10$ and $k$ such that $d / 2<k \leq d-3$.

Next, we show that (2) fails when $k=2 d / 3$, and hence $k_{\text {ind }}^{+}(d)<2 d / 3$. Note that $2 d / 3 \leq d-3$ as $d \geq 10$. After substitution and cancellation, we see that (2) fails when $k=2 d / 3$ if and only if

$$
\left(\frac{3}{2^{5 / 3}}\right)^{d} \leq d
$$

and since $3<2^{5 / 3}$, this inequality holds for all $d \geq 1$.
Putting this together, we see that if $d \geq 10$ and $k \leq k_{\text {ind }}^{+}(d)$ then (2) holds, and hence (17) holds. This completes the proof.

### 4.1 Effect of short cycles

A subpairing is a set of at most $d n / 2$ pairs of points. If the corresponding multigraph $G(P)$ is a cycle of length $j$, then we say that the subpairing $P$ is a cycle of length $j$.

Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ be a sequence of nonnegative integers, for some fixed $m \geq 1$. Define $J=\sum_{j=1}^{m} j x_{j}$ and assume that $J>0$. Write $r=\sum_{j=1}^{m} x_{j}$.

Let $\mathcal{S}(\boldsymbol{x})$ be the set of sequences $\left(P_{1}, \ldots, P_{r}\right)$ of subpairings such that $G\left(P_{1}\right), \ldots$, $G\left(P_{r}\right)$ are distinct cycles so that the first $x_{1}$ have length 1 , the next $x_{2}$ have length 2 , etc, and the last $x_{m}$ cycles have length $m$. Next, let $\mathcal{S}^{*}(\boldsymbol{x})$ be the set of all sequences $\left(P_{1}, \ldots, P_{r}\right)$ in $\mathcal{S}(\boldsymbol{x})$ so that the cycles $G\left(P_{1}\right), \ldots, G\left(P_{r}\right)$ are vertex-disjoint. Then

$$
\begin{equation*}
\frac{\mathbf{E}\left(Y\left(X_{1}\right)_{x_{1}} \cdots\left(X_{m}\right)_{x_{m}}\right)}{\mathbf{E} Y}=\frac{1}{\mathbf{E} Y} \sum_{\left(P_{1}, \ldots, P_{r}\right) \in \mathcal{S}(\boldsymbol{x})} \sum_{P \supset P_{1} \cup \ldots \cup P_{r}} \frac{Y(P)}{M(d n)} \tag{19}
\end{equation*}
$$

where the second sum is over all pairings $P \in \Omega_{n, d}$ which contain $P_{1} \cup \cdots \cup P_{r}$. First we perform the summation over $\left(P_{1}, \ldots, P_{r}\right) \in \mathcal{S}^{*}(\boldsymbol{x})$, where all cycles are vertex-disjoint. Later we prove that the full sum is asymptotically equal to this restricted sum. For all positive integers $j$, define

$$
\begin{equation*}
\delta_{j}=\left(\frac{d-2 k+1}{d-1}\right)^{j} \tag{20}
\end{equation*}
$$

Observe that $\delta_{j}>-1$ for all $j \geq 1$ whenever $k<d$.

Lemma 4.2. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ be a sequence of nonnegative integers, for some fixed $m \geq 1$. Then

$$
\frac{1}{\mathbf{E} Y} \sum_{\left(P_{1}, \ldots, P_{r}\right) \in \mathcal{S}^{*}(\boldsymbol{x})} \sum_{P \supset P_{1} \cup \cdots \cup P_{r}} \frac{Y(P)}{M(d n)} \sim \prod_{j=1}^{m}\left(\lambda_{j}\left(1+\delta_{j}\right)\right)^{x_{j}}
$$

Proof. Define $\Sigma^{*}(\boldsymbol{x})$ by

$$
\Sigma^{*}(\boldsymbol{x})=\sum_{\left(P_{1}, \ldots, P_{r}\right) \in \mathcal{S}^{*}(\boldsymbol{x})} \sum_{P \supset P_{1} \cup \ldots \cup P_{r}} \frac{Y(P)}{M(d n)} .
$$

We will choose distinct vertex-disjoint cycles $C_{1}, \ldots, C_{r}$ so that $C_{i}$ has length $j_{i}$, where $\left(j_{1}, \ldots, j_{r}\right)$ is the vector

$$
(\underbrace{1,1, \ldots, 1}_{x_{1}}, \underbrace{2,2, \ldots, 2}_{x_{2}}, \ldots, \underbrace{m, m \ldots, m}_{x_{m}})
$$

of lengths. Note that $\sum_{i=1}^{r} j_{i}=J$. There are

$$
\frac{(n)_{J}}{2^{r} \prod_{i=1}^{r} j_{i}}
$$

ways to choose these cycles. Next, we choose an orientation of the edges of cycles $C_{1}, \ldots, C_{r}$ in

$$
2^{r} \prod_{i=1}^{r} \sum_{p_{i}=0}^{\left\lfloor j_{i} / 2\right\rfloor}\binom{j_{i}}{2 p_{i}}
$$

ways, where $p_{i}$ is the number of sources on $C_{i}$, which equals the number of sinks on $C_{i}$. This follows as sources and sinks must alternate around $C_{i}$, so having chosen a subset of $2 p_{i}$ vertices of $C_{i}$, there are 2 possible orientations of $C_{i}$ which make these $2 p_{i}$ vertices the sources/sinks. Then there are $(d(d-1))^{J}$ ways to assign points to the pairs corresponding to the $J$ edges in $C_{1} \cup \cdots \cup C_{J}$. Given the above orientation, we already know which point is the out-point of each pair of these $J$ pairs.

Next, we will choose which vertices are going to be centres and which are going to be leaves. Suppose that $\ell_{i}$ sources on $C_{i}$ are leaves, so that $p_{i}-\ell_{i}$ sources on $C_{i}$ are centres. The $j_{i}-p_{i}$ non-sources on $C_{i}$ must all be centres, as they have positive in-degree. Therefore there are $j_{i}-\ell_{i}$ centres on $C_{i}$, giving $J-L$ centres in $C_{1} \cup \cdots \cup C_{r}$, where $L=\sum_{i=1}^{r} \ell_{i}$. There are

$$
\prod_{i=1}^{r}\binom{p_{i}}{\ell_{i}}
$$

ways to identify all leaves, and hence all centres, on $C_{1} \cup \cdots \cup C_{r}$.
There are $\binom{n-J}{\frac{d n}{2 k}-J+L}$ ways to choose the remaining centres, from the $n-J$ vertices not in $C_{1} \cup \cdots \cup C_{r}$. Since $J$ and $L$ are bounded, we have

$$
\begin{equation*}
\binom{n-J}{\frac{d n}{2 k}-J+L} \sim\left(\frac{d}{2 k}\right)^{J-L}\left(\frac{2 k-d}{2 k}\right)^{L}\binom{n}{\frac{d n}{2 k}} . \tag{21}
\end{equation*}
$$

If $v$ is one of these new centres then there are $\binom{d}{k}$ ways to select the in-points for $v$. If $v$ is one of the $p_{i}-\ell_{i}$ sources on $C_{i}$ which becomes a centre then there are $\binom{d-2}{k}$ ways to choose the in-points for $v$. If $v$ is one of the $\ell_{i}$ sources on $C_{i}$ which become a leaf then all points of $v$ are out-points. If a vertex $v$ of $C_{i}$ is neither a source nor a sink then there are $\binom{d-2}{k-1}$ ways to select the remaining in-points for $v$. Finally, if $v$ is a sink on $C_{i}$ then there are $\binom{d-2}{k-2}$ ways to select the remaining in-points for $v$. Now that all in-points are identified, there are $(d n / 2-J)$ ! ways to complete the oriented pairing, matching out-points to in-points, since the pairs in $C_{1} \cup \cdots \cup C_{r}$ are already chosen and oriented. Again we divide by $M(d n)$ for the probability that we observe this pairing.

Using (21), this leads to the expression

$$
\begin{aligned}
& \Sigma^{*}(\boldsymbol{x}) \\
& \sim \frac{(d(d-1) n)^{J}}{\left(\prod_{i=1}^{r} j_{i}\right)} \frac{(d n / 2-J)!}{M(d n)}\binom{d}{k}^{d n /(2 k)-J}\binom{n}{\frac{d n}{2 k}}\left(\frac{d}{2 k}\right)^{J}
\end{aligned}
$$

$$
\times \prod_{i=1}^{r} \sum_{p_{i}=0}^{\left\lfloor j_{i} / 2\right\rfloor}\binom{j_{i}}{2 p_{i}} \sum_{\ell_{i}=0}^{p_{i}}\left(\frac{2 k-d}{2 k}\binom{d}{k}\right)^{\ell_{i}}\binom{p_{i}}{\ell_{i}}\binom{d-2}{k}^{p_{i}-\ell_{i}}\binom{d-2}{k-1}^{j_{i}-2 p_{i}}\binom{d-2}{k-2}^{p_{i}} .
$$

Next we divide by $\mathbf{E}(Y)$, using (15). Since $J$ is bounded, after much simplification this gives

$$
\begin{aligned}
& \frac{\Sigma^{*}(\boldsymbol{x})}{\mathbf{E} Y} \\
& \sim \prod_{i=1}^{r} \frac{(d-k)^{j_{i}}}{j_{i}} \sum_{p_{i}=0}^{\left\lfloor j_{i} / 2\right\rfloor}\binom{j_{i}}{2 p_{i}}\left(\frac{(k-1)(d-k-1)}{k(d-k)}\right)^{p_{i}} \sum_{\ell_{i}=0}^{p_{i}}\binom{p_{i}}{\ell_{i}}\left(\frac{(2 k-d)(d-1)}{(d-k)(d-k-1)}\right)^{\ell_{i}} \\
& =\prod_{i=1}^{r} \frac{(d-k)^{j_{i}}}{j_{i}} \sum_{p_{i}=0}^{\left\lfloor j_{i} / 2\right\rfloor}\binom{j_{i}}{2 p_{i}}\left(\frac{(k-1)(d-k-1)}{k(d-k)}\right)^{p_{i}}\left(1+\frac{(2 k-d) d}{(d-k)(d-k-1)}\right)^{p_{i}} \\
& =\prod_{i=1}^{r} \frac{(d-k)^{j_{i}}}{j_{i}} \sum_{p_{i}=0}^{\left\lfloor j_{i} / 2\right\rfloor}\binom{j_{i}}{2 p_{i}}\left(\frac{k-1}{d-k}\right)^{2 p_{i}} .
\end{aligned}
$$

This shows that asymptotically, the effect of each (disjoint) cycle is independent. The sum over only even values of $N$ in the generating function $F(x)=\sum_{N} a_{n} x^{N}$ is given by $\frac{1}{2}(F(x)+F(-x))$. Using this, we conclude that

$$
\begin{aligned}
\frac{\Sigma^{*}(\boldsymbol{x})}{\mathbf{E} Y} & \sim \prod_{i=1}^{r} \frac{(d-k)^{j_{i}}}{2 j_{i}}\left(\left(1+\frac{k-1}{d-k}\right)^{j_{i}}+\left(1-\frac{k-1}{d-k}\right)^{j_{i}}\right) \\
& =\prod_{i=1}^{r} \frac{(d-1)^{j_{i}}}{2 j_{i}}\left(1+\left(\frac{d-2 k+1}{d-1}\right)^{j_{i}}\right) .
\end{aligned}
$$

Since exactly $x_{j}$ values of $i$ satisfy $j_{i}=j$, for $i=1, \ldots, m$, this completes the proof.
It remains to prove that the sum over $\mathcal{S}^{*}(\boldsymbol{x})$ dominates the whole sum.
Lemma 4.3. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ be a sequence of nonnegative integers, for some fixed $m \geq 1$. Then, recalling (13) and (20),

$$
\frac{\mathbf{E}\left(Y\left(X_{1}\right)_{x_{1}} \cdots\left(X_{m}\right)_{x_{m}}\right)}{\mathbf{E} Y} \sim \prod_{j=1}^{m}\left(\lambda_{j}\left(1+\delta_{j}\right)\right)^{x_{j}}
$$

Proof. Using (19), it suffices to prove that the sum over all $\left(P_{1}, \ldots P_{r}\right) \in \mathcal{S}(\boldsymbol{x}) \backslash \mathcal{S}^{*}(\boldsymbol{x})$ contributes negligibly. We adjust the argument given in Lemma 4.2. Suppose that we choose cycles $\left(C_{1}, \ldots, C_{r}\right)$ with the appropriate lengths which are not vertex-disjoint. If $C_{1} \cup \cdots \cup C_{r}$ has $a$ vertices and $b$ edges, then there are $O\left(n^{a}\right)$ ways to choose and orient the cycles and choose points for the pairs corresponding to edges in the cycles. There are $O(1)$ ways to choose centres within these cycles, and $O\left(\binom{n}{\frac{d n}{2 k}}\right)$ ways to choose the
remaining centres. There are $O\left(\binom{d}{k}^{d n /(2 k)}\right)$ ways to choose the remaining out-points for all vertices, and $(d n / 2-b)$ ! ways to complete the oriented pairing, matching out-points to in-points. Note that $a<b$ as the cycles are not vertex-disjoint. Using (16), it follows that the contribution of all $\left(P_{1}, \ldots, P_{r}\right)$ such that the corresponding cycles together have $a$ vertices and $b$ edges, and are not vertex-disjoint, is $O\left(n^{a-b}\right)=o(1)$. The proof follows since there are only $O(1)$ choices for $a$ and $b$.

To complete this section we investigate the infinite sum needed for (A3).
Lemma 4.4. Let $\lambda_{j}, \delta_{j}$ be defined in (13), (20), for all positive integers $j$. If $k$ is an integer such that $5 \leq d<2 k$ and $(2 k-d)^{2}<4 k-d-2$ then

$$
\sum_{j=1}^{\infty} \lambda_{j} \delta_{j}^{2}=\frac{1}{2} \log \left(\frac{d-1}{4 k-d-2-(2 k-d)^{2}}\right)
$$

Proof. From the definition of $\lambda_{j}$ and $\delta_{j}$, we have

$$
\sum_{j=1}^{\infty} \lambda_{j} \delta_{j}^{2}=\frac{1}{2} \sum_{j=1}^{\infty} \frac{(d+1-2 k)^{2 j}}{j(d-1)^{j}}
$$

Our assumptions on $k$ imply that $(d+1-2 k)^{2}<d-1$, so the series converges. Hence

$$
\sum_{j=1}^{\infty} \lambda_{j} \delta_{j}^{2}=-\frac{1}{2} \log \left(1-\frac{(d+1-2 k)^{2}}{d-1}\right)=\frac{1}{2} \log \left(\frac{d-1}{4 k-d-2-(2 k-d)^{2}}\right)
$$

as claimed.

## 5 Second moment

Following [7], a signature is a set $S$ of $t$ points such that each cell/vertex has either $k$ or 0 points in $S$. The signature equals the set of in-points of the orientation.

Let $\left(S_{1}, S_{2}\right)$ be an ordered pair of signatures, corresponding to an ordered pair of orientations $\left(O_{1}, O_{2}\right)$. For $i=0,1, \ldots, d-k$, let $B_{i}$ be the number of vertices $v$ which are centres in both orientations such that exactly $k-i$ points corresponding to $v$ belong to $S_{1} \cap S_{2}$. Hence the total number of vertices which are centres in both orientations is exactly $\sum_{i=0}^{d-k} B_{i}$. The number of vertices $v$ such that $v$ is a centre in $O_{1}$ but not in $O_{2}$ is $\frac{d n}{2 k}-\sum_{i=0}^{d-k} B_{i}$, and the same number of vertices are centres in $O_{2}$ but not in $O_{1}$. Exactly $n-\frac{d n}{k}+\sum_{i=0}^{d-k} B_{i}$ vertices are leaves in both $O_{1}$ and $O_{2}$.

Therefore, the number of ways to "classify" all vertices is

$$
\binom{n}{B_{0}, B_{1}, \ldots, B_{d-k}, \frac{d n}{2 k}-\sum B_{i}, \frac{d n}{2 k}-\sum B_{i}, n-\frac{d n}{k}+\sum B_{i}} .
$$

(Here, and throughout this section, any sum involving $B_{i}$ is assumed to be over $i=$ $0, \ldots, d-k$ unless otherwise specified.)

Next, we must choose $\left(S_{1}, S_{2}\right)$ to match these parameters $\left(B_{0}, \ldots, B_{d-k}\right)$. If a vertex is a leaf in both orientation then it contributes no points to $S_{1}$ or $S_{2}$. If $v$ is a leaf in $O_{1}$ and a centre in $O_{2}$ then there are $\binom{d}{k}$ ways to assign in-points to $v$ in $\left(S_{1}, S_{2}\right)$. The same is true if $v$ is a centre in $O_{1}$ and a leaf in $O_{2}$.

Now suppose that $v$ is a centre in both $O_{1}$ and $O_{2}$, with $k-i$ points from $v$ in $O_{1} \cap O_{2}$. There are

$$
\tau_{i}:=\binom{d}{k-i, i, i, d-k-i}=\frac{d!}{(k-i)!(d-k-i)!i!^{2}}
$$

ways to assign in-points, since $k-i$ points are in-points in both $O_{1}$ and $O_{2}$ (meaning that that part has the same orientation in both orientations), $d-k-i$ points are in-points in both $O_{1}$ and $O_{2}$ (and again, that part has the same orientation in $O_{1}$ and $O_{2}$ ), and there are $i$ points which are out-points in $O_{1}$ but in-points in $O_{2}$ : the same is true for points which are out-points in $O_{2}$ and in-points in $O_{1}$. Overall, there are

$$
\binom{d}{k}^{\frac{d n}{k}-2 \sum B_{i}} \quad \prod_{i=0}^{d-k} \tau_{i}^{B_{i}}
$$

ways to choose $\left(S_{1}, S_{2}\right)$.
Finally, we must pair up all the points, which we can do in

$$
\left(\sum(k-i) B_{i}\right)!\left(d n / 2-\sum(k-i) B_{i}\right)!
$$

ways. The first factor matches all points in $S_{1} \cap S_{2}$ to all points in the complement of $\left(S_{1} \cup S_{2}\right)$, while the first factor matches all points in $S_{1} \backslash S_{2}$ to the points in $S_{2} \backslash S_{1}$. We multiply by $1 / M(d n)$ as usual, to give the probability that this particular pairing is observed.

Define the domain

$$
\mathcal{D}=\left\{\boldsymbol{B}=\left(B_{0}, \ldots, B_{d-k}\right) \in \mathbb{Z}^{d-k+1} \left\lvert\, \frac{(d-k) n}{k} \leq \sum_{i=0}^{d-k} B_{i} \leq \frac{d n}{2 k}\right., \quad B_{0}, \ldots, B_{d-k} \geq 0\right\}
$$

Then

$$
\begin{align*}
\mathbf{E}\left(Y^{2}\right)= & \frac{1}{M(d n)} \sum_{\boldsymbol{B} \in \mathcal{D}}\binom{n}{B_{0}, \ldots, B_{d-k}, \frac{d n}{2 k}-\sum B_{i}, \frac{d n}{2 k}-\sum B_{i}, n-\frac{d n}{k}+\sum B_{i}} \\
& \times\binom{ d}{k}^{d n / k-2 \sum B_{i}}\left(\sum(k-i) B_{i}\right)!\left(\frac{d n}{2}-\sum(k-i) B_{i}\right)!\prod_{i=0}^{d-k} \tau_{i}^{B_{i}} \\
= & \sum_{\boldsymbol{B} \in \mathcal{D}} J_{n}(\boldsymbol{B}) \tag{22}
\end{align*}
$$

where, for all $\boldsymbol{B} \in \mathcal{D}$,

$$
J_{n}(\boldsymbol{B})=\frac{n!(d n / 2)!2^{d n / 2}\left(\sum(k-i) B_{i}\right)!\left(\frac{d n}{2}-\sum(k-i) B_{i}\right)!}{(d n)!\left(\frac{d n}{2 k}-\sum B_{i}\right)!^{2}\left(n-\frac{d n}{k}+\sum B_{i}\right)!}\binom{d}{k}^{d n / k-2 \sum B_{i}} \prod_{i=0}^{d-k} \frac{\tau_{i}^{B_{i}}}{B_{i}!}
$$

Let $x \vee y$ denote max $(x, y)$. Applying Stirling's formula in the form

$$
\log (N!)=N \log N-N+\frac{1}{2} \log (N \vee 1)+\frac{1}{2} \log 2 \pi+O(1 /(N+1))
$$

valid for all nonnegative integers, to $J_{n}(\boldsymbol{B})$ shows that

$$
\begin{align*}
& J_{n}(\boldsymbol{B})=\frac{\sqrt{n / 2}\binom{d}{k}^{d n / k}}{(2 \pi)^{(d-k+1) / 2} d^{d n / 2} n^{(d-2) n / 2}} \cdot \sqrt{\frac{\left(\sum(k-i) B_{i}\right)\left(\frac{d n}{2}-\sum(k-i) B_{i}\right)}{\left(\frac{d n}{2 k}-\sum B_{i}\right)^{2}\left(n-\frac{d n}{k}+\sum B_{i}\right) \prod_{i=0}^{d-k} B_{i}}} \\
& \times \frac{\left(\sum(k-i) B_{i}\right)^{\sum(k-i) B_{i}}\left(\frac{d n}{2}-\sum(k-i) B_{i}\right)^{d n / 2-\sum(k-i) B_{i}}}{\binom{d}{k}^{2 B_{i}}\left(\frac{d n}{2 k}-\sum B_{i}\right)^{d n / k-2 \sum B_{i}}\left(n-\frac{d n}{k}+\sum B_{i}\right)^{n-d n / k+\sum B_{i}}} \cdot \prod_{i=0}^{d-k}\left(\frac{\tau_{i}}{B_{i}}\right)^{B_{i}} \\
& \times\left(1+O\left(\frac{1}{\frac{d n}{2}+1-\sum(k-i) B_{i}}+\frac{1}{\frac{d n}{2 k}+1-\sum B_{i}}\right.\right. \\
&\left.\left.+\frac{1}{n-\frac{d n}{k}+1+\sum B_{i}}+\sum_{i=0}^{d-k} \frac{1}{B_{i}+1}\right)\right) \tag{23}
\end{align*}
$$

where any factor in the denominator which equals zero should be replaced by 1 .

### 5.1 Laplace summation

We now wish to apply Laplace's method to compute the asymptotic value of the summation (22). The following lemma, from Greenhill, Janson and Ruciński [10], will help us perform our calculations. (Some notation has been changed slightly to avoid clashes with notation used here.)

Lemma 5.1 ([10, Lemma 6.3]). Suppose the following:
(i) $\mathcal{L} \subset \mathbb{R}^{m}$ is a lattice with full rank $m$.
(ii) $K \subset \mathbb{R}^{m}$ is a compact convex set with non-empty interior.
(iii) $\varphi: K \rightarrow \mathbb{R}$ is a continuous function with a unique maximum at some interior point $z_{0} \in K^{\circ}$.
(iv) $\varphi$ is a twice continuously differentiable in a neighbourhood of $z_{0}$ and the Hessian $H_{0}:=D^{2} \varphi\left(z_{0}\right)$ is strictly negative definite.
(v) $\psi: K_{1} \rightarrow \mathbb{R}$ is a continuous function on some neighbourhood $K_{1} \subset K$ of $z_{0}$ with $\psi\left(z_{0}\right)>0$.
(vi) For each positive integer $n$ there is a vector $\ell_{n} \in \mathbb{R}^{m}$.
(vii) For each positive integer $n$ there is a positive real number $A_{n}$ and a function $J_{n}:\left(\mathcal{L}+\ell_{n}\right) \cap n K \rightarrow \mathbb{R}$ such that, as $n \rightarrow \infty$,

$$
J_{n}(\ell)=O\left(A_{n} e^{n \varphi(\ell / n)+o(n)}\right), \quad \quad \ell \in\left(\mathcal{L}+\ell_{n}\right) \cap n K
$$

and

$$
J_{n}(\ell)=A_{n}(\psi(\ell / n)+o(1)) e^{n \varphi(\ell / n)}, \quad \ell \in\left(\mathcal{L}+\ell_{n}\right) \cap n K_{1}
$$

uniformly for $\ell$ in the indicated sets.
Then, as $n \rightarrow \infty$,

$$
\sum_{\left(\mathcal{L}+\ell_{n}\right) \cap n K} J_{n}(\ell) \sim \frac{(2 \pi)^{m / 2} \psi\left(z_{0}\right)}{\operatorname{det}(\mathcal{L}) \operatorname{det}\left(-H_{0}\right)^{1 / 2}} A_{n} n^{m / 2} e^{n \varphi\left(z_{0}\right)}
$$

To apply this lemma to (22), we first introduce the shorthand notation

$$
\beta_{\boldsymbol{b}}=\sum_{i=0}^{d-k} b_{i}, \quad \gamma_{\boldsymbol{b}}=\sum_{i=0}^{d-k}(k-i) b_{i} .
$$

Then define the scaled domain

$$
K=\left\{\boldsymbol{b}=\left(b_{0}, \ldots, b_{d-k}\right) \in \mathbb{R}^{d-k+1} \left\lvert\, \frac{d-k}{k} \leq b_{0}+\cdots+b_{d-k} \leq \frac{d}{2 k}\right., \quad b_{0}, \ldots, b_{d-k} \geq 0\right\}
$$

and let

$$
\begin{aligned}
& A_{n}= \frac{d^{-d n / 2}}{\sqrt{2(2 \pi n)^{d-k+1}}}\binom{d}{k}^{d n / k}, \quad \psi(\boldsymbol{b})=\sqrt{\frac{\gamma_{\boldsymbol{b}}\left(d / 2-\gamma_{\boldsymbol{b}}\right)}{\left(d /(2 k)-\beta_{\boldsymbol{b}}\right)^{2}\left(1-d / k+\beta_{\boldsymbol{b}}\right) \prod_{i=0}^{d-k} b_{i}}}, \\
& \varphi(\boldsymbol{b})=g\left(\gamma_{\boldsymbol{b}}\right)+g\left(d / 2-\gamma_{\boldsymbol{b}}\right)-2 g\left(d /(2 k)-\beta_{\boldsymbol{b}}\right)-g\left(1-d / k+\beta_{\boldsymbol{b}}\right)-2 \beta_{\boldsymbol{b}} \log \binom{d}{k} \\
&+\sum_{i=0}^{d-k} b_{i} \log \left(\tau_{i}\right)-\sum_{i=0}^{d-k} g\left(b_{i}\right),
\end{aligned}
$$

where $g(x)=x \log x$ for $x>0$ and $g(0)=0$.
The following crucial result, which establishes property (iii) of Lemma 5.1, will be proved in Section 6.

Lemma 5.2. Assume that $d, k$ are integers such that $d \geq 5$ and at least one of the following two conditions hold:
(I) $d / 2+1<k \leq k_{\text {exist }}(d)$;
(II) $d / 2<k \leq d / 2+\max \left\{1, \frac{\log d}{6}\right\}$.

Then the unique global maximum of $\varphi$ over $K$ occurs at the point $\boldsymbol{b}^{*}$ where

$$
\begin{equation*}
b_{i}^{*}=\left(\frac{d}{2 k}\right)^{2}\binom{d}{k}^{-2} \tau_{i} \quad \text { for } i=0, \ldots, d-k \tag{24}
\end{equation*}
$$

Next we prove some useful facts about $b^{*}$.
Lemma 5.3. The point $\boldsymbol{b}^{*}$ satisfies

$$
\begin{gathered}
\beta_{\boldsymbol{b}^{*}}=\sum_{i=0}^{d-k} b_{i}^{*}=\left(\frac{d}{2 k}\right)^{2}, \quad \gamma_{b^{*}}=\sum_{i=0}^{d-k}(k-i) b_{i}^{*}=\frac{d}{4}, \\
\varphi\left(\boldsymbol{b}^{*}\right)=\frac{d(k-2)}{2 k} \log d+2 \log k-(d-2) \log 2-\frac{2 k-d}{k} \log (2 k-d), \\
\psi\left(\boldsymbol{b}^{*}\right)=\frac{2 k^{3}}{(2 k-d)^{2}}\left(\prod_{i=0}^{d-k} b_{i}^{*}\right)^{-1 / 2} .
\end{gathered}
$$

Furthermore,

$$
\sum_{i=0}^{d-k}(k-i)^{2} b_{i}^{*}=\frac{d}{4}+\frac{d(k-1)^{2}}{4(d-1)}
$$

Proof. Recall that $\tau_{i}=\binom{d}{k-i, i, i, d-k-i}$ is the number of ways to choose an ordered pair of subsets $A_{1}, A_{2}$, both of size $k$, from a set of size $d$, so that $A_{1} \cap A_{2}=k-i$. Hence $\sum_{i=0}^{d-k} \tau_{i}=\binom{d}{k}^{2}$. The stated value of $\beta_{\boldsymbol{b}^{*}}$ is obtained after multiplication by $\left(\frac{d}{2 k}\right)^{2}\binom{d}{k}^{-2}$, by definition of $\boldsymbol{b}^{*}$. Next,

$$
\begin{aligned}
\sum_{i=0}^{d-k}(k-i) \tau_{i} & =\sum_{i=0}^{d-k} \frac{d!}{(k-i-1)!i!^{2}(d-k+i)!} \\
& =d \sum_{i=0}^{d-k} \frac{(d-1)!}{(k-1-i)!i!^{2}(d-k+i)!}=d\binom{d-1}{k-1}^{2}
\end{aligned}
$$

arguing as above. The stated value of $\gamma_{\boldsymbol{b}^{*}}$ follows, and now the expressions for $\varphi\left(\boldsymbol{b}^{*}\right)$ and $\psi\left(\boldsymbol{b}^{*}\right)$ can be obtained by direct substitution. Finally

$$
\begin{aligned}
\sum_{i=0}^{d-k}(k-i)^{2} \tau_{i} & =\left(\sum_{i=0}^{d-k}(k-i) \tau_{i}\right)+\left(\sum_{i=0}^{d-k}(k-i)_{2} \tau_{i}\right) \\
& =d\binom{d-1}{k-1}^{2}+\sum_{i=0}^{d-k} \frac{d!}{(k-i-2)!i!^{2}(d-k+i)!}
\end{aligned}
$$

$$
=d\binom{d-1}{k-1}^{2}+d(d-1)\binom{d-2}{k-2}^{2}
$$

and multiplying by $\left(\frac{d}{2 k}\right)^{2}\binom{d}{k}^{-2}$ completes the proof of the final identity.
To calculate $\operatorname{det}\left(-H_{*}\right)$ we prove the following lemma. The main tools in the proof are the Matrix Determinant Lemma [18, equation (6.2.3)], which says

$$
\begin{equation*}
\operatorname{det}\left(A+\boldsymbol{u} \boldsymbol{v}^{T}\right)=\left(1+\boldsymbol{v}^{T} A^{-1} \boldsymbol{u}\right) \operatorname{det} A \tag{25}
\end{equation*}
$$

and the Sherman-Morrison Theorem [18, equation (3.8.2)]), which says

$$
\begin{equation*}
(A+\boldsymbol{u} \boldsymbol{v})^{-1}=A^{-1}-\frac{A^{-1} \boldsymbol{u} \boldsymbol{v}^{T} A^{-1}}{1+\boldsymbol{v}^{T} A^{-1} \boldsymbol{u}} \tag{26}
\end{equation*}
$$

for any square matrix $A$ and vectors $\boldsymbol{u}, \boldsymbol{v}$ of the same dimension.
Lemma 5.4. Let $D$ be a diagonal $m \times m$ real matrix with entries $\left(d_{1}, \ldots, d_{m}\right)$, and let $\boldsymbol{w}=\left(w_{1}, \ldots, w_{m}\right)^{T}, \boldsymbol{v}=\left(v_{1}, \ldots, v_{m}\right)^{T} \in \mathbb{R}^{m}$, for some positive integer $m$. Then

$$
\operatorname{det}\left(D+\boldsymbol{v} \boldsymbol{v}^{T}-\boldsymbol{w} \boldsymbol{w}^{T}\right)=\left(\left(1+\sum_{i=1}^{m} v_{i}^{2} / d_{i}\right)\left(1-\sum_{i=1}^{m} w_{i}^{2} / d_{i}\right)+\left(\sum_{i=1}^{m} v_{i} w_{i} / d_{i}\right)^{2}\right) \prod_{j=1}^{n} d_{j} .
$$

Proof. Applying (25) twice, we obtain

$$
\begin{aligned}
\operatorname{det}\left(D+\boldsymbol{v} \boldsymbol{v}^{T}-\boldsymbol{w} \boldsymbol{w}^{T}\right) & =\operatorname{det}\left(D-\boldsymbol{w} \boldsymbol{w}^{T}\right)\left(1+\boldsymbol{v}^{T}\left(D-\boldsymbol{w} \boldsymbol{w}^{T}\right)^{-1} \boldsymbol{v}\right) \\
& =\operatorname{det}(D)\left(1-\sum_{i=1}^{m} w_{i}^{2} / d_{i}\right)\left(1+\boldsymbol{v}^{T}\left(D-\boldsymbol{w} \boldsymbol{w}^{T}\right)^{-1} \boldsymbol{v}\right)
\end{aligned}
$$

Then (26) implies that

$$
\begin{aligned}
1+\boldsymbol{v}^{T}\left(D-\boldsymbol{w} \boldsymbol{w}^{T}\right)^{-1} \boldsymbol{v} & =1+\boldsymbol{v}^{T}\left(D^{-1}+\frac{D^{-1} \boldsymbol{w} \boldsymbol{w}^{T} D^{-1}}{1-\sum_{i=1}^{m} w_{i}^{2} / d_{i}}\right) \boldsymbol{v} \\
& =1+\sum_{i=1}^{m} v_{i}^{2} / d_{i}+\frac{\left(\sum_{i=1}^{m} v_{i} w_{i} / d_{i}\right)^{2}}{1-\sum_{i=1}^{m} w_{i}^{2} / d_{i}}
\end{aligned}
$$

and combining these expressions completes the proof.

Since we will need them to calculate the Hessian, we note here that the partial derivatives of $\varphi$ are given by

$$
\begin{gather*}
\frac{\partial \varphi}{\partial b_{i}}=-2 \log \binom{d}{k}+\log \tau_{i}+(k-i) \log \left(\gamma_{\boldsymbol{b}}\right)-(k-i) \log \left(d / 2-\gamma_{\boldsymbol{b}}\right)-\log b_{i} \\
+2 \log \left(d /(2 k)-\beta_{\boldsymbol{b}}\right)-\log \left(1-d / k+\beta_{\boldsymbol{b}}\right) \tag{27}
\end{gather*}
$$

for $i=0, \ldots, d-k$. Direct substitution shows that the point $\boldsymbol{b}^{*}$, given in (24), is a stationary point.

Lemma 5.5. Suppose that $4 k-d-2>(2 k-d)^{2}$, and recall that $H_{*}$ denotes the Hessian of $\varphi$ at the point $\boldsymbol{b}^{*}$. Then

$$
\left.\operatorname{det}\left(-H_{*}\right)=\frac{2 k^{2}}{(d-1)(2 k-d)^{2}}\left(4 k-d-2-(2 k-d)^{2}\right)\right) \prod_{i=0}^{d-k} \frac{1}{b_{i}^{*}}>0
$$

Furthermore, if $\boldsymbol{b}^{*}$ is the unique global maximum of $\varphi$ on $K$ then $H_{*}$ is negative definite.
Proof. Recall that $\beta_{\boldsymbol{b}}, \gamma_{\boldsymbol{b}}$ are functions of $\boldsymbol{b}$. Differentiating (27) again gives

$$
\frac{\partial^{2} \varphi}{\partial b_{i} \partial b_{j}}=\frac{(k-i)(k-j)}{\gamma_{\boldsymbol{b}}}+\frac{(k-i)(k-j)}{d / 2-\gamma_{\boldsymbol{b}}}-\frac{\mathbb{1}(i=j)}{b_{i}}-\frac{2}{d /(2 k)-\beta_{\boldsymbol{b}}}-\frac{1}{1-d / k+\beta_{\boldsymbol{b}}}
$$

where the indicator function $\mathbb{1}(i=j)$ equals 1 if $i=j$, and equals zero otherwise. Substituting $\boldsymbol{b}=\boldsymbol{b}^{*}$ and using Lemma 5.3, it follows that

$$
-H_{*}=D+\boldsymbol{v} \boldsymbol{v}^{T}-\boldsymbol{w} \boldsymbol{w}^{T}
$$

where $D$ is a $(d-k+1) \times(d-k+1)$ diagonal matrix with diagonal entries $d_{i}=1 / b_{i}^{*}$ for $i=0, \ldots, d-k$, and the entries of $\boldsymbol{v}$ and $\boldsymbol{w}$ are given by

$$
v_{i}=\frac{2 k}{2 k-d} \sqrt{\frac{4 k-d}{d}}, \quad w_{i}=(k-i) \sqrt{8 / d} \quad \text { for } i=0, \ldots, d-k
$$

Using Lemma 5.3 we calculate

$$
\sum_{i=0}^{d-k} v_{i}^{2} / d_{i}=\frac{d(4 k-d)}{(2 k-d)^{2}}, \quad \sum_{i=0}^{d-k} v_{i} w_{i} / d_{i}=\frac{k \sqrt{2(4 k-d)}}{2 k-d}, \quad \sum_{i=0}^{d-k} w_{i}^{2} / d_{i}=2+\frac{2(k-1)^{2}}{d-1}
$$

The claimed value for $\operatorname{det}\left(-H_{*}\right)$ is obtained by applying Lemma 5.4 and simplifying, and the lemma assumption implies that $\operatorname{det}\left(-H_{*}\right)>0$. The fact that $H_{*}$ is negative definite follows from this as $\boldsymbol{b}^{*} \in K^{\circ}$ is the unique global maximum of $\varphi$ on $K$, with no local maximum of $\varphi$ on the boundary of $K$.

### 5.2 Proof of Theorem 1.4 and Theorem 1.5

The result for $(d, k)=(4,3)$ is established in [7]. In the following we assume that $d \geq 5$ and $k>d / 2$, and show that the conditions of Theorem 3.1 hold under the assumptions of Theorem 1.4 and Theorem 1.5, where the random variables $Y, X_{j}$ are defined in Section 1.3.

Condition (A1) follows from Bollobás [2] with $\lambda_{j}=(d-1)^{j} /(2 j)$ for $j \geq 1$, while condition (A2) is established in Lemma 4.3 with $\delta_{j}$ defined in (20). Next, (5) holds by definition of $k_{\text {exist }}(d)$ if $k \leq k_{\text {exist }}(d)$, and by direct computation if $k \leq d / 2+\max \left\{1, \frac{\log d}{6}\right\}$. Hence the assumptions of Lemma 4.4 are satisfied, which implies that condition (A3) holds.

To show that condition (A4) holds we will apply Lemma 5.1. First we check the assumptions of this lemma:
(i) Let $\mathcal{L}=\mathbb{Z}^{d-k+1}$, which is a lattice with rank $m=d-k+1$ and $\operatorname{det}(\mathcal{L})=1$.
(ii) The domain $K$ is compact and convex with a non-empty interior.
(iii) The function $\varphi: K \rightarrow \mathbb{R}$ is continuous, and has a unique global maximum $\boldsymbol{b}^{*}$, by Lemma 5.2. Note that each value of $k$ in the range $d / 2<k \leq k_{\text {exist }}(d)$ is covered by assumption (I) or assumption (II).
(iv) The function $\varphi: K \rightarrow \mathbb{R}$ is twice differentiable in the interior of $K$, with a strictly negative definite Hessian, by Lemma 5.5. This uses the fact that (5) holds, as proved above.
(v) Let $K_{1}$ be an open ball around $\boldsymbol{b}^{*}$ with radius small enough to guarantee that $K_{1} \subset K$. Then the function $\psi: K_{1} \rightarrow \mathbb{R}$ is a continuous function and $\psi\left(\boldsymbol{b}^{*}\right)>0$, by Lemma 5.3.
(vi) Let $\ell_{n}$ be the zero vector in $\mathbb{Z}^{d-k+1}$, for each $n$.
(vii) This condition follows from (23).

Thus, we can apply Lemma 5.1 to see that

$$
\begin{aligned}
\mathbf{E} Y^{2} & \sim \frac{(2 \pi)^{(d-k+1) / 2} \psi\left(\boldsymbol{b}^{*}\right)}{\operatorname{det}(\mathcal{L}) \operatorname{det}\left(-H_{*}\right)^{1 / 2}} A_{n} n^{(d-k+1) / 2} e^{n \varphi\left(b^{*}\right)} \\
& =\frac{k^{2} \sqrt{d-1}}{(2 k-d) \sqrt{4 k-d-2-(2 k-d)^{2}}}\left(\frac{\binom{d}{k}^{d} k^{2 k}}{2^{k(d-2)} d^{d}(2 k-d)^{2 k-d}}\right)^{n / k} .
\end{aligned}
$$

Dividing by $(\mathbf{E} Y)^{2}$, using (16), proves that

$$
\frac{\mathbf{E} Y^{2}}{(\mathbf{E} Y)^{2}} \sim \sqrt{\frac{d-1}{4 k-d-2-(2 k-d)^{2}}}
$$

This shows that condition (A4) of Theorem 3.1 holds, by Lemma 4.4.
Since $\delta_{j}>-1$ for all $j \geq 1$, we conclude from Theorem 3.1 that a.a.s. $Y>0$. By (14), this completes the proof of Theorem 1.5 and Theorem 1.4.

## 6 Unique global maximum

In this section we prove Lemma 5.2 , showing that $\boldsymbol{b}^{*}$ is the unique global maximum of $\varphi$ in $K$.

### 6.1 No global maxima on the boundary

First we consider the boundary of the domain $K$.
Lemma 6.1. Let the assumptions of Lemma 5.2 hold. Suppose that we know that $\boldsymbol{x}^{*}$ is the unique maximum of $\varphi$ in the interior of $K$. Then $\varphi\left(\boldsymbol{b}^{*}\right)>\varphi(\boldsymbol{b})$ for all points $\boldsymbol{b}$ on the boundary of $K$.

Proof. First we consider the point $\boldsymbol{a}=\left(\frac{d}{2 k}, 0, \ldots, 0\right)$; that is, $a_{0}=\frac{d}{2 k}$ and all other $a_{i}$ are zero. Then $\beta_{\boldsymbol{a}}=\frac{d}{2 k}$ and $\gamma_{\boldsymbol{a}}=\frac{d}{2}$. Plugging these values into $\varphi$, we find that

$$
\varphi(\boldsymbol{a})=\frac{d(k-1)}{k} \log (d)+\log (k)-\frac{2 k-d}{2 k} \log (2 k-d)-\frac{(d-2)}{2} \log 2-\frac{d}{2 k} \log \binom{d}{k}
$$

using the fact that $\tau_{0}=\binom{d}{k}$. Then $\varphi\left(\boldsymbol{b}^{*}\right)>\varphi(\boldsymbol{a})$ if and only if

$$
d \log \binom{d}{k}+2 k \log k>d \log d+k(d-2) \log 2+(2 k-d) \log (2 k-d)
$$

But this inequality is equivalent to (17). Note that $k_{\text {exist }}(d) \leq k_{\text {ind }}^{+}(d)$ by definition, and $\left\lceil\frac{d+1}{2}\right\rceil \leq k_{\text {ind }}^{+}(d)$ since (2) holds for this value of $k$, by direct computation. Furthermore, if $d \geq 404>e^{6}$ then

$$
d / 2+\frac{\log d}{6} \leq k_{\mathrm{ind}}^{+}(d)
$$

(To see this, note that (2) holds when $k=1.01 d / 2$ and $\frac{\log d}{6}<d / 200$ when $d \geq 404$.) Hence the conditions of Lemma 4.1 hold if either (I) or (II) hold, so (17) holds and hence $\boldsymbol{a}$ is not a global maximum of $\varphi$.

Next, suppose that $\boldsymbol{b} \neq \boldsymbol{a}$ satisfies $\sum_{i=0}^{d-k} b_{i}=\frac{d}{2 k}$. Then each of $\gamma_{\boldsymbol{b}}, \frac{d}{2}-\gamma_{\boldsymbol{b}}$ and $1-\frac{d}{k}+\beta_{\boldsymbol{b}}$ are positive, noting that $\gamma_{\boldsymbol{y}}=\frac{d}{2}$ if and only if $\boldsymbol{y}=\boldsymbol{a}$. Choose $i$ such that $b_{i}>0$. In the expression for $\partial \varphi /\left(\partial b_{i}\right)$, every term is bounded except for the term corresponding to $\frac{d}{2 k}-\beta_{\boldsymbol{b}}$, and this term contributes $-\infty$. Hence reducing $b_{i}$ slightly while holding all other entries steady will lead to an increase in $\varphi$, showing that no point on the boundary $\sum_{i=0}^{d-k} b_{i}=\frac{d}{2 k}$ can be a local maximum of $\varphi$.

Now, suppose that $\frac{d-k}{k}<\sum_{i=0}^{d-k} b_{i}<\frac{d}{2 k}$ and $b_{\ell}=0$ for some $\ell \in\{0, \ldots, d-k\}$. Take some $j \in\{0, \ldots, d-k\}$ such that $b_{j}>0$, and replace $\left(b_{\ell}, b_{j}\right)$ by $\left(b_{\ell}+\varepsilon, b_{j}-\varepsilon\right)=\left(\varepsilon, b_{j}-\varepsilon\right)$. This leaves $\beta_{\boldsymbol{b}}$ unchanged. Let $\widehat{\varphi}(\varepsilon)=\varphi\left(\boldsymbol{b}+\varepsilon \boldsymbol{e}_{\ell}-\varepsilon \boldsymbol{e}_{j}\right)$, where $\boldsymbol{e}_{i}$ denotes the $i$ th standard basis vector for $i=\ell, j$. By the chain rule,

$$
\widehat{\varphi}^{\prime}(0)=\log \tau_{\ell}-\log \tau_{j}+(\ell-j) \log \left(\gamma_{\boldsymbol{b}}\right)-(\ell-j) \log \left(d / 2-\gamma_{\boldsymbol{b}}\right)-\log \left(b_{\ell}\right)+\log \left(b_{j}\right)
$$

The only unbounded term is $-\log b_{\ell}$, which equals $+\infty$. Therefore, replacing $\boldsymbol{b}$ by $\boldsymbol{b}+\varepsilon \boldsymbol{e}_{\ell}-\varepsilon \boldsymbol{e}_{j}$ gives a new vector in $K$ with a higher value of $\varphi$, for some sufficiently small $\varepsilon>0$. This proves that no vector in $K$ with a zero entry can be a local maximum of $\varphi$.

Finally, suppose that $\boldsymbol{b}$ satisfies $\sum_{i=0}^{d-k} b_{i}=\frac{d-k}{k}$ and that all entries of $\boldsymbol{b}$ are positive. Then the only unbounded term in $\partial \varphi /\left(\partial b_{1}\right)$ is $-\log \left(1-\frac{d}{k}+\beta_{\boldsymbol{b}}\right)$, which equals $+\infty$.

Hence increasing $b_{1}$ slightly leads to a new vector which lies inside $K$ and has a higher value of $\varphi$. Therefore the boundary given by $\sum_{i=0}^{d-k} b_{i}=\frac{d-k}{k}$ does not contain any local maximum of $\varphi$. This completes the proof.

### 6.2 Stationary points

In this section we write $\mu=\binom{d}{k}$. Setting all partial derivatives equal to zero using (27), we find that at any stationary point of $\varphi$ in the interior of $K$,

$$
\begin{equation*}
b_{i}=\frac{\tau_{i}\left(\frac{d}{2 k}-\beta\right)^{2}}{\mu^{2}\left(1-\frac{d}{k}+\beta\right)}\left(\frac{\gamma}{d / 2-\gamma}\right)^{k-i} \tag{28}
\end{equation*}
$$

for $i=0, \ldots, d-k$. Here $(\beta, \gamma)=\left(\beta_{\boldsymbol{b}}, \gamma_{\boldsymbol{b}}\right)$. Alternatively, we may treat $\beta, \gamma$ as the variables and use (28) to define the values of $b_{i}$, whenever $\boldsymbol{b}$ is a stationary point of $\varphi$ in the interior of $K$.

Next we write $\beta, \gamma$ in terms of a single variable $x$. Define $x=\frac{\gamma}{d / 2-\gamma}$. Rearranging for $\gamma$ gives

$$
\begin{equation*}
\gamma=\gamma(x)=\frac{x d}{2(x+1)} \tag{29}
\end{equation*}
$$

Observe that $\gamma^{*}=\gamma(1)$. The polynomial $f$ defined in (3) can also be written as

$$
f(x)=\sum_{i=0}^{d-k} \frac{\tau_{i}}{\mu^{2}} x^{k-i}
$$

Summing (28), it follows that at any stationary point,

$$
\begin{equation*}
\beta=\beta(x)=\frac{\left.\frac{d}{2 k}-\beta\right)^{2}}{\left(1-\frac{d}{k}+\beta\right)} f(x) \tag{30}
\end{equation*}
$$

Note that $\beta^{*}=\beta(1)$. Next, using $\gamma=\sum_{i=0}^{d-k}(k-i) b_{i}$ and substituting (28) and (29) into (30) gives

$$
\begin{aligned}
\frac{x d}{2(x+1)} & =\frac{\left(\frac{d}{2 k}-\beta\right)^{2}}{\left(1-\frac{d}{k}+\beta\right)} \sum_{i=0}^{d-k} \frac{(k-i) \tau_{i}}{\mu^{2}} x^{k-i} \\
& =\frac{\left(\frac{d}{2 k}-\beta\right)^{2}}{\left(1-\frac{d}{k}+\beta\right)} x f^{\prime}(x) \\
& =\frac{\beta x f^{\prime}(x)}{f(x)}
\end{aligned}
$$

using (30) for the final equality. Dividing through by $x$, we obtain the identity

$$
\begin{equation*}
\frac{d}{2(x+1)}=\frac{\beta f^{\prime}(x)}{f(x)} . \tag{31}
\end{equation*}
$$

We want to show that this identity has a unique solution on $(0, \infty)$ at $x=1$.
Let

$$
y=y(x)=\frac{(x+1) f^{\prime}(x)}{k} .
$$

Then (31) says that $\beta=\frac{d}{2 k} \cdot \frac{f}{y}$, and we need $\frac{d-k}{k}<\beta<\frac{d}{2 k}$ for the corresponding vector $\boldsymbol{b}$ to belong to $K^{\circ}$. Therefore we are interested in values of $x$ for which

$$
\frac{2(d-k)}{d} y<f<y
$$

We can rewrite $(30)$ as $(y-f)^{2}=f-\frac{2(d-k)}{d} y$, or in terms of $x$ :

$$
\begin{equation*}
\left(\frac{(x+1) f^{\prime}}{k}-f\right)^{2}=f-\frac{2(d-k)(x+1) f^{\prime}}{d k} . \tag{32}
\end{equation*}
$$

We need to show that $x=1$ is the unique solution of (32) on the interval ( 0,1 ] under the constraints $\frac{2(d-k)}{d} y<f<y$.

Next, we solve (32) as a quadratic equation in $y$. We can rule out one of the branches using the constraint $y>f$, leading to

$$
y=f-\frac{d-k}{d}+\frac{\sqrt{(d-k)^{2}+d(2 k-d) f}}{d}=(1+\eta) f
$$

where $\eta=\eta(x)$ is defined in (4). It suffices to prove that the equation

$$
\begin{equation*}
\frac{(x+1) f^{\prime}(x)}{k}=(1+\eta(x)) f(x) \tag{33}
\end{equation*}
$$

has a unique solution on $(0, \infty)$ at $x=1$. In the following subsections, we give two separate arguments under assumptions (I) and (II). First we collect some useful identities and facts about $f$.

Note that $f$ is an increasing function of $x$ when $x>0$, and hence $0<f(x)<1$ when $x \in(0,1)$. We will also use the expansion of $f$ around 1 , which can be obtained using inclusion-exclusion (see Wilf [22, Section 4.2]):

$$
\begin{equation*}
f(x)=\mu^{-1} \sum_{j=0}^{k}\binom{k}{j}\binom{d-j}{k-j}(x-1)^{j} . \tag{34}
\end{equation*}
$$

For later use, observe that (34) gives

$$
\begin{equation*}
f(1)=1, \quad f^{\prime}(1)=\frac{k^{2}}{d}, \quad f^{\prime \prime}(1)=\frac{k^{2}(k-1)^{2}}{d(d-1)} \tag{35}
\end{equation*}
$$

and

$$
\begin{align*}
y(x) & =\frac{(x-1) f^{\prime}(x)}{k}+\frac{2 f^{\prime}(x)}{k} \\
& =\mu^{-1} \sum_{j=0}^{k}\binom{k}{j}\binom{d-j}{k-j}\left(\frac{j}{k}+\frac{2(k-j)^{2}}{k(d-j)}\right)(x-1)^{j} . \tag{36}
\end{align*}
$$

### 6.3 Proof of Lemma 5.2. Part (I)

Here, we prove Lemma 5.2 under assumption (I), which is $d / 2+1<k \leq k_{\text {exist }}(d)$. From Table 1 , we find that $d \geq 9$. Then inequality (5) implies that $k \leq(d+1+\sqrt{d-1}) / 2$, and hence $3 k \leq 2 d$. Using condition (6), to complete the proof of Lemma 5.2 we must show that the equation (33) has no solution on $\left(0,\left(1+\frac{(2 k-d)^{2} d}{k(d-k)\left(4 k-d-2-(2 k-d)^{2}\right)}\right)^{-1}\right) \cup$ $\left(\frac{5 k-2 d}{d-k}, \infty\right)$. First we consider the large values of $x$.
Lemma 6.2. Suppose that $d \geq 9$ and $\frac{d}{2}+1<k \leq \frac{2 d}{3}$. If $x \geq \frac{5 k-2 d}{d-k}$ then $(x+1) f^{\prime}<k f$. Proof. Using (34) and (36), we can write

$$
\begin{align*}
f-\frac{(x+1) f^{\prime}}{k} & =\mu^{-1} \sum_{j=0}^{k}\binom{k}{j}\binom{d-j}{k-j}\left(1-\frac{j}{k}-\frac{2(k-j)^{2}}{k(d-j)}\right)(x-1)^{j}  \tag{37}\\
& =\frac{1}{k \mu} \sum_{j=0}^{k}\binom{k}{j}\binom{d-j-1}{k-j-1}(d-2 k+j)(x-1)^{j} \\
& \geq \sum_{\ell=1}^{2 k-d} \ell(x-1)^{2 k-d}\left(c_{2 k-d+\ell}(x-1)^{\ell}-c_{2 k-d-\ell}(x-1)^{-\ell}\right) \tag{38}
\end{align*}
$$

where $c_{j}=\frac{1}{\mu k}\binom{k}{j}\binom{d-j-1}{k-j-1}$ for $j=0, \ldots, k$. For the inequality, note that our assumptions imply that $4 k-2 d \leq k$, so the right hand side of (38) is a sum of the $j=0, \ldots, 4 k-2 d$ terms of (37). The omitted terms, with $4 k-2 d<j \leq k$, all make a positive contribution to (37).

We claim that

$$
\begin{equation*}
\frac{c_{2 k-d-\ell} \cdot c_{2 k-d+\ell-1}}{c_{2 k-d-\ell+1} \cdot c_{2 k-d+\ell}} \leq \frac{8}{9}(x-1)^{2} \quad \text { for } \ell=1, \ldots, 2 k-d-1 \tag{39}
\end{equation*}
$$

and note that this implies that for all $\ell=1, \ldots, 2 k-d-1$,

$$
\begin{equation*}
\frac{c_{2 k-d+\ell}}{c_{2 k-d-\ell}}(x-1)^{2 \ell} \geq \frac{9}{8} \cdot \frac{c_{2 k-d+\ell-1}}{c_{2 k-d-\ell+1}}(x-1)^{2(\ell-1)} \geq \cdots \geq\left(\frac{9}{8}\right)^{\ell} \tag{40}
\end{equation*}
$$

Hence if the claim holds then all terms in (38) with $\ell \leq 2 k-d-1$ are positive. To bound the remaining term with $\ell=2 k-d$, observe that

$$
\begin{aligned}
& \frac{(2 k-d) c_{0}}{(2 k-d-1) c_{1}(x-1)}=\frac{(2 k-d)(d-1)}{(2 k-d-1) k(k-1)(x-1)} \leq \frac{(d-1)(d-k)}{3 k(k-1)(2 k-d-1)}, \\
& \frac{(2 k-d) c_{4 k-2 d}(x-1)}{(2 k-d-1) c_{4 k-2 d-1}}=\frac{(2 d-3 k+1)(2 d-3 k)(x-1)}{2(2 k-d-1)(3 d-4 k)} \geq \frac{3(2 d-3 k)(2 d-3 k+1)}{2(d-k)(3 d-4 k)} .
\end{aligned}
$$

Under our assumptions, we have that

$$
\begin{equation*}
\left(1+\frac{3(2 d-3 k)(2 d-3 k+1)}{2(d-k)(3 d-4 k)}\right)\left(\frac{9}{8}\right)^{2}>1+\frac{(d-1)(d-k)}{3 k(k-1)(2 k-d-1)} \tag{41}
\end{equation*}
$$

To see this, suppose first that $2 k-d \geq 4$. Then bounding $d-1 \leq 2(k-1)$ and $d-k \leq k$, the right-hand side of (41) is at most $1+\frac{2}{9}<\left(\frac{9}{8}\right)^{2}$. Similarly, if $2 k-d=3$ and $k \geq 7$ we bound the right-hand side of (41) by $\frac{4}{3}$ and estimate

$$
1+\frac{3(2 d-3 k)(2 d-3 k+1)}{2(d-k)(3 d-4 k)}=1+\frac{3(k-6)(k-5)}{2(k-3)(2 k-9)} \geq \frac{4}{3}>\frac{4}{3}\left(\frac{8}{9}\right)^{2}
$$

Here we use the fact that $3(k-6)(k-5) /(2(k-3)(2 k-9))$ is monotonically increasing with $k$. Finally, if $2 k-d=3$ and $k=6$ then $d=9$ and direct substitution shows that the right-hand side of (41) equals $1+\frac{2}{15}<\left(\frac{9}{8}\right)^{2}$. Hence (41) holds in all cases.

Combining the terms in (38) for $\ell \in\{2 k-d, 2 k-d-1\}$ and using (40), (41), we see that

$$
\begin{aligned}
& \frac{1}{2 k-d-1} \sum_{\ell \in\{2 k-d, 2 k-d-1\}} \ell(x-1)^{2 k-d}\left(c_{2 k-d+\ell}(x-1)^{\ell}-c_{2 k-d-\ell}(x-1)^{-\ell}\right) \\
& \geq\left(1+\frac{3(2 d-3 k)(2 d-3 k+1)}{2(d-k)(3 d-4 k)}\right) c_{4 k-2 d-1}(x-1)^{4 k-2 d-1} \\
& -\left(1+\frac{(d-1)(d-k)}{3 k(k-1)(2 k-d-1)}\right) c_{1}(x-1) \\
& > \\
& >\left(1+\frac{(d-1)(d-k)}{3 k(k-1)(2 k-d-1)}\right)\left(\left(\frac{8}{9}\right)^{2} c_{4 k-2 d-1}(x-1)^{4 k-2 d-1}-c_{1}(x-1)\right) \\
& \geq 0
\end{aligned}
$$

Thus, the sum in (38) is positive and the lemma is proved.
It remains to establish claim (39). Using $\frac{c_{j}}{c_{j+1}}=\frac{(j+1)(d-j-1)}{(k-j)(k-j-1)}$, we find that

$$
\begin{align*}
\frac{c_{2 k-d-\ell}}{c_{2 k-d-\ell+1}} & \cdot \frac{c_{2 k-d+\ell-1}}{c_{2 k-d+\ell}} \\
& =\frac{(2(d-k)-\ell)(2 k-d+\ell)}{(d-k)^{2}-\ell^{2}} \cdot \frac{(2(d-k)+\ell-1)(2 k-d-\ell+1)}{(d-k)^{2}-(\ell-1)^{2}} . \tag{42}
\end{align*}
$$

Since $3 k \leq 2 d$, it follows that the denominators on the right hand side of (42) are always positive for $\ell \leq 2 k-d-1$. Now

$$
\begin{aligned}
\frac{(2(d-k)+\ell-1)(2 k-d-\ell+1)}{(d-k)^{2}-(\ell-1)^{2}} & \leq \frac{(2(d-k)+\ell-1)(2 k-d-\ell+1)}{(d-k)^{2}-\ell^{2}} \\
& \leq \frac{2(2(d-k)+\ell)(2 k-d-\ell)}{(d-k)^{2}-\ell^{2}}
\end{aligned}
$$

and hence by (42), we obtain

$$
\frac{c_{2 k-d-\ell}}{c_{2 k-d-\ell+1}} \cdot \frac{c_{2 k-d+\ell-1}}{c_{2 k-d+\ell}} \leq \frac{2\left(4(d-k)^{2}-\ell^{2}\right)\left((2 k-d)^{2}-\ell^{2}\right)}{\left((d-k)^{2}-\ell^{2}\right)^{2}}
$$

Next, using $3 k \leq 2 d$, we observe that

$$
\left(1-\frac{\ell^{2}}{4(d-k)^{2}}\right)\left(1-\frac{\ell^{2}}{(2 k-d)^{2}}\right) \leq 1-\frac{\ell^{2}}{(d-k)^{2}}
$$

Hence for $\ell=1, \ldots, 2 k-d-1$, using the lower bound on $x$, we have

$$
\frac{2\left(4(d-k)^{2}-\ell^{2}\right)\left((2 k-d)^{2}-\ell^{2}\right)}{\left((d-k)^{2}-\ell^{2}\right)^{2}} \leq \frac{8(2 k-d)^{2}}{(d-k)^{2}} \leq \frac{8}{9}(x-1)^{2}
$$

This completes the proof.
To prove Lemma 5.2 under assumption (I), it only remains to show that equation (33) has no solution when $0<x<\left(1+\frac{d(2 k-d)^{2}}{k(d-k)\left(4 k-d-2-(2 k-d)^{2}\right)}\right)^{-1}$. Since $\eta$ is monotonically decreasing and $\eta(0)=\frac{2 k-d}{2(d-k)}$, it is sufficient to show that, for such $x$,

$$
\begin{equation*}
\frac{(x+1) f^{\prime}}{k} \geq \frac{d}{2(d-k)} f . \tag{43}
\end{equation*}
$$

Let $t=1 / x$ and

$$
\begin{equation*}
g(t)=f\left(t^{-1}\right) t^{k}=\mu^{-1} \sum_{j=0}^{d-k}\binom{k}{j}\binom{d-k}{j} t^{j} . \tag{44}
\end{equation*}
$$

Note that $g(t)$ is the PGF of the hypergeometric distribution with parameters ( $d, k, d-$ $k$ ). We will also use the expansion of $g$ around 1 , given by

$$
\begin{equation*}
g(t)=\mu^{-1} \sum_{j=0}^{d-k}\binom{k}{j}\binom{d-j}{k}(t-1)^{j} . \tag{45}
\end{equation*}
$$

Now

$$
\begin{equation*}
f^{\prime}\left(t^{-1}\right)=-\frac{g^{\prime}(t)}{t^{k-2}}+\frac{k g(t)}{t^{k-1}} \tag{46}
\end{equation*}
$$

Rewriting equation (43) in terms of $g(t)$ and $t$, we get

$$
\frac{1+t^{-1}}{k}\left(-\frac{g^{\prime}(t)}{t^{k-2}}+\frac{k g(t)}{t^{k-1}}\right) \geq \frac{d}{2(d-k)} \cdot \frac{g(t)}{t^{k}},
$$

which is equivalent to the inequality

$$
\begin{equation*}
A(t)=(t+1) g-\frac{d}{2(d-k)} g-\frac{t(t+1) g^{\prime}}{k} \geq 0 \tag{47}
\end{equation*}
$$

for $t \geq 1+\frac{d(2 k-d)^{2}}{k(d-k)\left(4 k-d-2-(2 k-d)^{2}\right)}$.
Lemma 6.3. If (5) holds then $A^{\prime \prime}(t)>0$ for all $t \geq 1$ and

$$
A^{\prime}(1)=\frac{k\left(4 k-d-2-(2 k-d)^{2}\right)}{2 d(d-1)} .
$$

Proof. It is sufficient to show that $A=A(1)+\sum_{j=1}^{d-k+1} a_{j}(t-1)^{j}$ where $a_{j}>0$ for all $j$. Using the expansion from (45), we have

$$
\begin{aligned}
(t+1) g & =2 g+(t-1) g \\
& =2 g(1)+\mu^{-1} \sum_{j=1}^{d-k+1}\left(2\binom{k}{j}\binom{d-j}{k}+\binom{k}{j-1}\binom{d-j+1}{k}\right)(t-1)^{j}
\end{aligned}
$$

and

$$
\begin{aligned}
t(t+1) g^{\prime}= & 2 g^{\prime}+3(t-1) g^{\prime}+(t-1)^{2} g^{\prime} \\
= & 2 g^{\prime}(1)+\mu^{-1} \sum_{j=1}^{d-k+1}\left(2(j+1)\binom{k}{j+1}\binom{d-j-1}{k}+3 j\binom{k}{j}\binom{d-j}{k}\right. \\
& \left.+(j-1)\binom{k}{j-1}\binom{d-j+1}{k}\right)(t-1)^{j} .
\end{aligned}
$$

Thus, we find that

$$
a_{d-k+1}=\mu^{-1}\binom{k}{d-k}\left(1-\frac{d-k}{k}\right)>0
$$

and, for $j=1 \ldots, d-k$, we have $a_{j}=\mu^{-1}\binom{k}{j}\binom{d-j}{k} h_{j}$, where

$$
\begin{aligned}
h_{j} & =2+\frac{j(d-j+1)}{(k-j+1)(d-k-j+1)}-\frac{d}{2(d-k)}-\frac{2(k-j)(d-k-j)}{k(d-j)}-\frac{3 j}{k}-\frac{j(j-1)(d-j+1)}{k(k-j+1)(d-k-j+1)} \\
& =2+\frac{j(d-j+1)}{k(d-k-j+1)}-\frac{d}{2(d-k)}-\frac{3 j}{k}-\frac{2(k-j)(d-k-j)}{k(d-j)} \\
& =2+\frac{j}{d-k-j+1}-\frac{d}{2(d-k)}-\frac{2(d-k)}{d-j} .
\end{aligned}
$$

Direct calculations show that

$$
\begin{equation*}
h_{1}=\frac{4 k-d-2-(2 k-d)^{2}}{2(d-1)(d-k)} . \tag{48}
\end{equation*}
$$

Since (5) holds we see that $h_{1}>0$. For any positive $1 \leq z \leq d-k$, let

$$
h(z)=2+\frac{z}{d-k-z+1}-\frac{d}{2(d-k)}-\frac{2(d-k)}{d-z} .
$$

Note that $d-z \geq 2(d-k-z+1)$ for all $z \geq 1$. Therefore,

$$
h^{\prime}(z)=\frac{d-k+1}{(d-k-z+1)^{2}}-\frac{2(d-k)}{(d-z)^{2}} \geq \frac{4(d-k+1)-2(d-k)}{(d-z)^{2}}>0
$$

which implies that $h_{j}=h(j) \geq h(1)>0$ for all $j=2, \ldots, d-k+1$. This completes the proof of the first statement, and the expression for $A^{\prime}(1)$ follows as $A^{\prime}(1)=a_{1}$.

We find from (45) that

$$
\begin{equation*}
g(1)=1 \quad \text { and } \quad g^{\prime}(1)=k(d-k) / d . \tag{49}
\end{equation*}
$$

Thus, $A(1)=-\frac{(2 k-d)^{2}}{2 d(d-k)}$. Using Lemma 6.3, we find that, for $t \geq 1+\frac{(2 k-d)^{2} d}{k(d-k)\left(4 k-d-2-(2 k-d)^{2}\right)}$,

$$
A(t) \geq A(1)+(t-1) A^{\prime}(1) \geq-\frac{(2 k-d)^{2}}{2 d(d-k)}+\frac{(2 k-d)^{2} d}{k\left(4 k-d-2-(2 k-d)^{2}\right)} A^{\prime}(1) \geq 0
$$

This establishes (47) and completes the proof of Lemma 5.2 under assumption (I).

### 6.4 Proof of Lemma 5.2. Part (II) for $k=\lceil(d+1) / 2\rceil$.

In this section we prove Lemma 5.2 for the case when $k=k_{0}(d)$ defined by

$$
k_{0}(d)= \begin{cases}(d+1) / 2 & \text { when } d \text { is odd } \\ d / 2+1 & \text { when } d \text { is even }\end{cases}
$$

However, some of the lemmas in this section will be proved under weaker assumptions on $k$, so that we can reuse them in Section 6.5.

Lemma 6.4. Suppose that $d \geq 5$ and $k=k_{0}(d)$. If $x>1$ then

$$
\frac{(x+1) f^{\prime}(x)}{k}<(1+\eta(x)) f(x) .
$$

Proof. Since equality holds in (33) when $x=1$, it suffices to prove that the derivative of the LHS is strictly smaller than the derivative of the RHS whenever $x>1$. The left hand side of (33) equals $y(x)$. Define

$$
R_{1}(x)=f^{\prime}(x), \quad R_{2}(x)=\frac{(2 k-d) f^{\prime}(x)}{2 \sqrt{(d-k)^{2}+d(2 k-d) f(x)}} .
$$

Then the derivative of the left hand side of (33) is given by

$$
y^{\prime}(x)=\frac{1}{k}\left((x+1) f^{\prime \prime}(x)+f^{\prime}(x)\right)
$$

while the derivative of the right hand side equals $R_{1}(x)+R_{2}(x)$. We claim that
(a) $y^{\prime}(1)<R_{1}(1)+R_{2}(1)$;
(b) $\left(R_{1}-y^{\prime}\right)^{(\ell)}(1) \geq 0$ for all $\ell \geq 1$. That is, the $\ell$-th order derivatives of $R_{1}(x)-y^{\prime}(x)$ are all nonnegative at $x=1$;
(c) $R_{2}^{\prime}(x)>0$ for all $x>1$.

Before establishing these facts, we show why they complete the proof. From (b), we conclude that $R_{1}(x)-y^{\prime}(x)$ is an increasing function of $x$ on $(1, \infty)$, as all non-constant coefficients of the Taylor expansion of $R_{1}(x)-y^{\prime}(x)$ around $x=1$ are nonnegative. From (c) we conclude that $R_{2}(x)$ is a strictly increasing function of $x$ on $(1, \infty)$. Then (a) implies that $y^{\prime}(x)<R_{1}(x)+R_{2}(x)$ for all $x>1$, as required. Thus it remains to establish (a), (b) and (c).

Using (35), we calculate that

$$
R_{1}(1)=f^{\prime}(1)=\frac{k^{2}}{d}, \quad R_{2}(1)=\frac{(2 k-d) k}{2 d}, \quad y^{\prime}(1)=\frac{k\left(d-1+2(k-1)^{2}\right)}{d(d-1)} .
$$

Direct substitution shows that

$$
(4 k-d-2)(d-1)>4(k-1)^{2}
$$

when $k=k_{0}(d)$ and $d \geq 5$. Hence (a) holds.
Since $(f-y)^{\prime}=R_{1}-y^{\prime}$ and

$$
1-\frac{j}{k}-\frac{2(k-j)^{2}}{k(d-j)}=\frac{(k-j)(d-2 k+j)}{k(d-j)},
$$

it follows from (34) and (45) that all non-constant coefficients of $R_{1}(x)-y^{\prime}(x)$ are nonnegative, noting that the non-constant coefficients of $R_{1}-y^{\prime}$ corresponds to terms with $j \geq 2$. By Taylor's Theorem, we conclude that (b) holds.

Finally we consider (c). Note that

$$
\left(R_{2}^{2}\right)^{\prime}=\frac{(2 k-d)^{2} f^{\prime}}{d^{2}\left((d-k)^{2}+d(2 k-d) f\right)^{2}}\left(f^{\prime \prime}\left(2(d-k)^{2}+2 d(2 k-d) f\right)-d(2 k-d)\left(f^{\prime}\right)^{2}\right)
$$

Furthermore, $R_{2}(x)>0$ for all $x \geq 1$, by definition. Hence $R_{2}^{\prime}(x)>0$ if and only if

$$
\begin{equation*}
f^{\prime \prime}(x)\left(2(d-k)^{2}+2 d(2 k-d) f(x)\right)-d(2 k-d)\left(f^{\prime}(x)\right)^{2}>0 \tag{50}
\end{equation*}
$$

Using (3) we can write $f(x)=\sum_{j=0}^{k} \alpha_{j} x^{j}$, where the coefficients $\alpha_{j}$ are positive. Then

$$
f^{\prime \prime}(x)+x^{-1} f^{\prime}(x)=\alpha_{1} x^{-1}+\sum_{j=2}^{k} j^{2} \alpha_{j} x^{j-2}=\sum_{j=1}^{k}\left(j \sqrt{\alpha_{j} x^{j-2}}\right)^{2},
$$

and $f(x) \geq \sum_{j=1}^{k}\left(\sqrt{\alpha_{j} x^{j}}\right)^{2}$. Then the Cauchy-Schwarz inequality implies that

$$
\left(f^{\prime \prime}(x)+x^{-1} f^{\prime}(x)\right) f(x) \geq\left(\sum_{j=1}^{k} j \alpha_{j} x^{j-1}\right)^{2}=\left(f^{\prime}(x)\right)^{2}
$$

Hence, to establish (50) it suffices to prove that

$$
d(2 k-d)\left(f^{\prime \prime}(x)+x^{-1} f^{\prime}(x)\right) f(x)<f^{\prime \prime}(x)\left(2(d-k)^{2}+2 d(2 k-d) f(x)\right)
$$

which we rearrange as

$$
d(2 k-d) x^{-1} f^{\prime}(x) f(x)<f^{\prime \prime}(x)\left(2(d-k)^{2}+d(2 k-d) f(x)\right)
$$

But

$$
f^{\prime \prime}(x)\left(2(d-k)^{2}+d(2 k-d) f(x)\right) \geq d(2 k-d) f^{\prime \prime}(x) f(x)
$$

so the desired inequality holds if $x f^{\prime \prime}(x)>f^{\prime}(x)$ for all $x \geq 1$. Since $f^{\prime \prime}$ is an increasing function on $x \geq 1$, by the Mean Value Theorem we have

$$
f^{\prime}(x) \leq f^{\prime}(1)+(x-1) f^{\prime \prime}(x)
$$

so it suffices to check that $f^{\prime}(1) \leq f^{\prime \prime}(1)$, again using the fact that $f^{\prime \prime}$ is monotonic increasing for $x \geq 1$. By (35),

$$
\frac{d(d-1)}{k^{2}}\left(f^{\prime \prime}(1)-f^{\prime}(1)\right)=(k-1)^{2}-(d-1) \geq\left(\frac{d+1}{2}\right)^{2}-d+1=\frac{(d-1)(d-5)}{4}
$$

Hence the result holds.
It remains to prove that (31) has no solution with $x \in(0,1)$. This will follow from the next three lemmas.

Lemma 6.5. If $x \in(0,1)$ then

$$
(1+\eta) f<\frac{d}{2(d-k)} f-\frac{(2 k-d)^{2}}{2 d(d-k)} f^{2}
$$

Proof. Since $f<1$ for $x \in(0,1)$, we get that

$$
\begin{aligned}
\frac{d}{2(d-k)} & -\frac{d}{d-k+\sqrt{(d-k)^{2}+d(2 k-d) f}} \\
& =\frac{d^{2}(2 k-d) f}{2(d-k)\left(d-k+\sqrt{(d-k)^{2}+d(2 k-d) f}\right)^{2}} \\
& >\frac{2 k-d}{2(d-k)} f .
\end{aligned}
$$

Therefore

$$
\eta=\frac{2 k-d}{d-k+\sqrt{(d-k)^{2}+d(2 k-d) f}}<\frac{2 k-d}{2(d-k)}-\frac{(2 k-d)^{2}}{2 d(d-k)} f .
$$

The required bound follows after multiplying by $(2 k-d) f / d$ and rearranging.
Recall the function $g$ from (44).
Lemma 6.6. For all $t>0$, we have that

$$
g\left(t g^{\prime \prime}+g^{\prime}\right)>t\left(g^{\prime}\right)^{2}
$$

and hence the rational function $\operatorname{tg}^{\prime} / g$ is monotonically strictly increasing on $t>0$.

Proof. Using the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
g\left(t g^{\prime \prime}+g^{\prime}\right) & >t \mu^{-2} \sum_{j=1}^{d-k}\binom{k}{j}\binom{d-k}{j} t^{j-1} \cdot \sum_{j=1}^{d-k} j^{2}\binom{k}{j}\binom{d-k}{j} t^{j-1} \\
& \geq t \mu^{-2}\left(\sum_{j=1}^{d-k} j\binom{k}{j}\binom{d-k}{j} t^{j-1}\right)^{2}=t\left(g^{\prime}\right)^{2}
\end{aligned}
$$

The first inequality is strict because we dropped the constant term in $g$.
Now we are ready to prove the following bound.
Lemma 6.7. Assume that $2 d \geq 3 k$ and (5) holds. Then, for any $x \in(0,1)$,

$$
\frac{(1+x) f^{\prime}}{k}>(1+\eta) f
$$

Proof. By Lemma 6.5, it suffices to prove that for all $x \in(0,1)$,

$$
\frac{(1+x) f^{\prime}}{k} \geq \frac{d}{2(d-k)} f-\frac{(2 k-d)^{2}}{2 d(d-k)} f^{2}
$$

Using (46) we rewrite this inequality in terms of $g$ : it suffices to prove that for all $t>1$,

$$
\frac{1+t^{-1}}{k}\left(-\frac{g^{\prime}}{t^{k-2}}+\frac{k g}{t^{k-1}}\right) \geq \frac{d}{2(d-k)} \frac{g}{t^{k}}-\frac{(2 k-d)^{2}}{2 d(d-k)} \frac{g^{2}}{t^{2 k}}
$$

This is equivalent to the inequality $A+B \geq 0$, where $A$ is defined in (47) and

$$
B=B(t)=\frac{(2 k-d)^{2} g^{2}}{2 d(d-k) t^{k}}
$$

Next we state a sequence of claims which together will imply the result.
Claim 1. $A^{\prime}(t) \geq 0$ and $A^{\prime \prime}(t) \geq 0$ for $t \geq 1$.
Claim 2. Either $B^{\prime \prime}(t) \geq 0$ for all $t \geq 1$, or there exists some $t_{0}>1$ such that $B^{\prime}(t) \geq 0$ for $t \geq t_{0}$ and $B^{\prime \prime}(t) \geq 0$ for $1 \leq t \leq t_{0}$.

Claim 3. $A(1)+B(1)=0$ and $A^{\prime}(1)+B^{\prime}(1) \geq 0$.
First, we complete the proof based on these claims. By a slight abuse of notation, set $t_{0}=\infty$ in the first case of Claim 2. Note that

$$
(A+B)^{\prime} \geq A^{\prime}(1)+B^{\prime}(1) \geq 0
$$

for $1 \leq t \leq t_{0}$, since both $A$ and $B$ are convex on this interval. For $t \geq t_{0}$, we have $(A+B)^{\prime} \geq 0$ since both $A$ and $B$ are increasing. Therefore, $A+B$ is an increasing
function on $[1,+\infty)$ and thus $A+B \geq A(1)+B(1)=0$, as required. Next, observe that Claim 1 follows from Lemma 6.3. Hence it remains to establish Claims 2 and 3.

For Claim 2, direct calculations show that

$$
\frac{t g^{\prime}(t)}{g(t)} \rightarrow \begin{cases}k(d-k) / d & \text { as } t \rightarrow 1 \\ d-k & \text { as } t \rightarrow \infty\end{cases}
$$

By our assumptions, we have $k(d-k) / d<k / 2 \leq d-k$. Hence, using Lemma 6.6, if $3 k<2 d$ then there is a unique point $t_{0} \in(1, \infty)$ such that

$$
\frac{t_{0} g^{\prime}\left(t_{0}\right)}{g\left(t_{0}\right)}=\frac{k}{2},
$$

while if $3 k=2 d$ then $t g^{\prime} / g$ increases strictly with limit $k / 2$ as $t \rightarrow \infty$, and we set $t_{0}=\infty$. We calculate directly that

$$
\left(\frac{g(t)^{2}}{t^{k}}\right)^{\prime}=\frac{g}{t^{k+1}}\left(2 t g^{\prime}-k g\right)
$$

This expression is strictly positive when $t>t_{0}$, by definition of $t_{0}$. This proves that $B^{\prime}(t) \geq 0$ for $t \geq t_{0}$, as $B$ is a positive multiple of $g^{2} / t^{k}$. Differentiating again gives

$$
\begin{aligned}
\left(\frac{g(t)^{2}}{t^{k}}\right)^{\prime \prime} & =\frac{2\left(g^{\prime}\right)^{2}+2 g g^{\prime \prime}}{t^{k}}-\frac{4 k g g^{\prime}}{t^{k+1}}+\frac{k(k+1) g^{2}}{t^{k+2}} \\
& \geq \frac{4 t^{2}\left(g^{\prime}\right)^{2}-2(2 k+1) t g g^{\prime}+k(k+1) g^{2}}{t^{k+2}}+\frac{2 g g^{\prime}-2 t\left(g^{\prime}\right)^{2}+2 t g g^{\prime \prime}}{t^{k+1}} \\
& \geq \frac{1}{t^{k+2}}\left(k g-2 t g^{\prime}\right)\left((k+1) g-2 t g^{\prime}\right)
\end{aligned}
$$

The final inequality follows since the last term of the penultimate line (with denominator $t^{k+1}$ ) is nonnegative, by the first statement of Lemma 6.6. Therefore if $1 \leq t \leq t_{0}$ then, again by Lemma 6.6,

$$
\frac{t g^{\prime}(t)}{g(t)} \leq \frac{k}{2}
$$

and hence $B^{\prime \prime}(t) \geq 0$. This completes the proof of Claim 2 .
For Claim 3, recalling (49), we have

$$
A(1)=-\frac{(2 k-d)^{2}}{2 d(d-1)}=-B(1)
$$

Using (48), we obtain that

$$
A^{\prime}(1)=a_{1}=\mu^{-1} k\binom{d-1}{k} c_{1} \geq \frac{k\left(4 k-d-2-(2 k-d)^{2}\right)}{2 d^{2}} .
$$

Observe also that

$$
B^{\prime}(1)=\frac{(2 k-d)^{2}}{2 d(d-k)}\left(\frac{2 k(d-k)}{d}-k\right)=-\frac{k(2 k-d)^{3}}{2 d^{2}(d-k)} .
$$

Therefore, by assumptions, we find that

$$
A^{\prime}(1)+B^{\prime}(1) \geq \frac{k}{2 d^{2}(d-k)}\left((d-k)\left(4 k-d-2-(2 k-d)^{2}\right)-(2 k-d)^{3}\right)
$$

Now using (5), the right hand side is nonnegative if $d-k>(2 k-d)^{3}$, and this inequality holds when $3 k \leq 2 d$. This completes the proof of Claim 3 and the lemma.

If $d \geq 5$ and $k=k_{0}(d)$ then $3 k \leq 2 d$ and (5) holds. Hence, by Lemma 6.7 we conclude that (31) has no solution in ( 0,1 ). Recalling Lemma 6.4, this completes the proof of Lemma 5.2 when $k=k_{0}(d)$ and $d \geq 5$.

### 6.5 Proof of Lemma 5.2. Part (II) for large $d$.

In this subsection, we prove Lemma 5.2 for values of $k$ in the range $k_{0}(d)<k \leq d / 2+\frac{\log d}{6}$ that is not covered in the previous subsection. Thus, we can assume that $d \geq 404=\left\lceil e^{6}\right\rceil$.

Lemma 6.8. Assume that $d \geq 404$ and $d / 2+1<k \leq 2 d / 3$. Then

$$
\left.\frac{(x+1) f^{\prime}(x)}{k}<(1+\eta(x)) f(x)\right)
$$

for all $x \in(1,2]$ such that $f(x) \leq k /(2 k-d)^{2}$.
Proof. Recall that $f(1)=1$ and hence $\eta(1)=(2 k-d) / d$. Since both $f$ and $f^{\prime}$ are strictly increasing functions of $x$, applying the Mean Value Theorem to $\eta$ on the interval $[1, x]$ gives

$$
\begin{aligned}
\frac{\eta(1)-\eta(x)}{x-1} & =\frac{d(2 k-d)^{2} f^{\prime}(\xi) / \sqrt{(d-k)^{2}+d(2 k-d) f(\xi)}}{\left(d-k+\sqrt{(d-k)^{2}+d(2 k-d) f(\xi)}\right)^{2}} \\
& \leq \frac{(2 k-d)^{2} f^{\prime}(x)}{2 k d} \leq \frac{f^{\prime}(x)}{2 d f(x)}
\end{aligned}
$$

for some $\xi \in(1, x)$. This uses the assumed upper bound on $f(x)$ for the final inequality. Hence to prove the lemma, it suffices to prove that

$$
\begin{equation*}
\frac{(x+1) f^{\prime}}{k}<\frac{2 k f}{d}-\frac{(x-1) f^{\prime}}{2 d} \tag{51}
\end{equation*}
$$

Similarly to the proof of Lemma 6.2, using (34), we expand as follows:

$$
\begin{align*}
\frac{2 k f}{d} & -\frac{(x+1) f^{\prime}}{k}-\frac{(x-1) f^{\prime}}{2 d} \\
& =\mu^{-1} \sum_{j=0}^{k}\binom{k}{j}\binom{d-j}{k-j}\left(\frac{2 k}{d}-\frac{j}{k}-\frac{2(k-j)^{2}}{k(d-j)}-\frac{j}{2 d}\right)(x-1)^{j} \tag{52}
\end{align*}
$$

Observe that, for all $0 \leq j \leq k$,

$$
\begin{equation*}
\frac{2 k}{d}-\frac{j}{k}-\frac{2(k-j)^{2}}{k(d-j)}-\frac{j}{2 d}=\frac{j}{d}\left(\frac{(2 k-d-j)(d-k)}{k(d-j)}+\frac{1}{2}\right) . \tag{53}
\end{equation*}
$$

Summing the terms of (52) corresponding to $j \in\{0, k-1, k\}$ together and using (53) gives

$$
\begin{align*}
\sum_{j \in\{1, k-1, k\}} & \binom{k}{j}\binom{d-j}{k-j} \frac{j}{d}\left(\frac{(2 k-d-j)(d-k)}{k(d-j)}+\frac{1}{2}\right)(x-1)^{j} \\
& >\frac{k}{2 d}\binom{d-1}{k-1}(x-1)-\frac{(k-1)(2 d-3 k)}{2 d}(x-1)^{k-1}-\frac{2 d-3 k}{2 d}(x-1)^{k} \\
& \geq \frac{k(x-1)}{2 d}\left(\binom{d-1}{k-1}-(d-k+2)(2 d-3 k)\right) . \tag{54}
\end{align*}
$$

Under our assumptions, we have

$$
\binom{d-1}{k-1}-(d-k+2)(2 d-3 k)>\frac{(d-2)}{2}((d-1)-(d-k+2)) \geq 0
$$

since $\binom{d-1}{k-1}>(d-1)(d-2) / 2$ and $2 d-3 k \leq(d-2) / 2$. Hence the sum over $j \in\{1, k-1, k\}$ in (54) is strictly positive.

Now, for $2 \leq j \leq k / 2$, we will sum the terms corresponding to $(x-1)^{j}$ and $(x-1)^{k-j}$ in (52). First observe that when $2 \leq j \leq k / 2$,

$$
\frac{2 k-d-j}{d-j}>-\frac{1}{2}
$$

and hence

$$
\frac{(2 k-d-j)(d-k)}{k(d-j)}+\frac{1}{2} \geq-\frac{(d-k)}{2 k}+\frac{1}{2}=\frac{2 k-d}{2 k}>0
$$

Next,

$$
j\binom{k}{j}\binom{d-j}{k-j} \geq(k-j)\binom{k}{k-j}\binom{d-k+j}{j}
$$

so we can bound the term corresponding to $(x-1)^{j}$ from below as

$$
\begin{aligned}
\binom{k}{j} & \binom{d-j}{k-j} \frac{j}{d}(x-1)^{j}\left(\frac{(2 k-d-j)(d-k)}{k(d-j)}+\frac{1}{2}\right) \\
& \geq \frac{(k-j)}{d}\binom{k}{k-j}\binom{d-k+j}{j}(x-1)^{k-j}\left(\frac{(2 k-d-j)(d-k)}{k(d-j)}+\frac{1}{2}\right) .
\end{aligned}
$$

Finally, observe that

$$
\frac{(2 k-d-j)(d-k)}{k(d-j)}+\frac{(2 k-d-(k-j))(d-k)}{k(d-(k-j))}+1
$$

$$
\begin{aligned}
& \geq \frac{(2 k-d)(d-k)}{k d}+\frac{(k-d)(d-k)}{k(d-k)}+1 \\
& =1-\frac{2(d-k)^{2}}{k d} \geq 0
\end{aligned}
$$

Combining these facts shows that the sum of the $(x-1)^{j}$ and $(x-1)^{k-j}$ terms is nonnegative for $2 \leq j \leq k / 2$, completing the proof.

To complete this section we prove the following.
Lemma 6.9. Suppose that $d \geq 404$ and $d / 2+1<k \leq d / 2+\frac{\log d}{6}$. If $x>1$ then

$$
\frac{(x+1) f^{\prime}(x)}{k}<(1+\eta(x)) f(x) .
$$

Proof. By our assumptions, $k \leq 4 d / 7$ and hence the assumptions of Lemma 6.2 and Lemma 6.8 hold and $\frac{5 k-2 d}{d-k} \leq 2$. By Lemma 6.2 and Lemma 6.8, if

$$
\begin{equation*}
f(x) \leq \frac{k}{(2 k-d)^{2}} \quad \text { for all } 1<x \leq \frac{5 k-2 d}{d-k} \tag{55}
\end{equation*}
$$

then the lemma holds. For the remainder of the proof, suppose that $1<x \leq \frac{5 k-2 d}{d-k}$. It follows from (51) that

$$
\frac{(x+1) f^{\prime}}{k} \leq \frac{2 k f}{d}
$$

and hence $(\log f)^{\prime}<\frac{2 k^{2}}{d(x+1)}$. Integration gives

$$
\begin{aligned}
f(x) \leq\left(1+\frac{x-1}{2}\right)^{2 k^{2} / d} & \leq \exp \left(\frac{k^{2}(x-1)}{d}\right) \\
& \leq \exp \left(\frac{3 k^{2}(2 k-d)}{d(d-k)}\right)
\end{aligned}
$$

Hence

$$
\log (f(x)) \leq \frac{\left(d+\frac{1}{3} \log d\right)^{2}}{2 d\left(d-\frac{1}{3} \log d\right)} \log d \leq \frac{3}{5} \log d
$$

while

$$
\frac{k}{(2 k-d)^{2}} \geq \frac{9 d}{2(\log d)^{2}}=\frac{9 d^{3 / 5}}{50}\left(\frac{d^{1 / 5}}{\log \left(d^{1 / 5}\right)}\right)^{2} \geq \frac{9 e^{2}}{50} d^{3 / 5} \geq d^{3 / 5}
$$

This shows that (55) holds, completing the proof.
As observed earlier, if $d \geq 404$ and $d / 2<k<d / 2+\frac{\log d}{6}$ then $3 k \leq 2 d$. Furthermore, (5) holds as $\frac{\log d}{6}<\frac{1+\sqrt{d-1}}{2}$ for $d \geq 404$. Hence the proof of Lemma 5.2 is completed in this case by combining Lemma 6.7 and Lemma 6.9, for $k>k_{0}(d)$, and using the results of Section 6.4 when $k=k_{0}(d)$.
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